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Part 1

Semantics
Syntax
Context-free syntax of expressions

\[ x, y, \ldots \in \mathcal{V} \]

\[ A \in \mathcal{A} ::= 1 | x | A_1 - A_2 \]

arithmetic expressions

\[ B \in \mathcal{B} ::= A_1 < A_2 | B_1 \text{ nand } B_2 \]

boolean expressions

\[ E \in \mathcal{E} ::= A | B \]

expressions

variables (\(\forall\) not empty)
Context-free syntax of program statements

\[
S ::= \quad \text{statement } S \in \mathcal{S} \\
    \quad \quad x = A \; ; \quad \text{assignment} \\
    \quad | \quad ; \quad \quad \text{skip} \\
    \quad | \quad \text{if (}B\text{) } S \quad \text{conditional} \\
    \quad | \quad \text{if (}B\text{) } S \quad \text{else } S \\
    \quad | \quad \text{while (}B\text{) } S \quad \text{iteration} \\
    \quad | \quad \text{break } ; \quad \text{iteration break} \\
    \quad | \quad \{ S_l \} \quad \text{compound statement} \\
S_l ::= S_l \; S \mid \epsilon \quad \text{statement list} \\
P ::= S_l \quad \text{program } P \in \mathcal{P}
\]
Program labels

- To designate program points of program components, not part of the language
- Labels are unique
- \( \text{at}[S] \) label at entry of statement \( S \)
- \( \text{after}[S] \) label after exit of statement \( S \)
- \( \text{escape}[S] \) is it possible to break out of the statement \( S \)?
- \( \text{break-to}[S] \) where to break (exit label of enclosing loop)
- \( \text{in}[S] \) labels in statement \( S \) (excluding \( \text{after}[S] \) and \( \text{break-to}[S] \))
- \( \text{labs}[S] \triangleq \text{in}[S] \cup \{\text{after}[S]\} \)
- \( \text{labx}[S] \triangleq \text{labs}[S] \cup (\text{escape}[S] \cup \{\text{break-to}[S]\} \cup \emptyset) \)
Axiomatic definition of program labelling

- We never define labels, just the properties they must satisfy
- Example $S \triangleq \text{if } (B) \text{ S}_t \text{ else } S_f$:

  $$\begin{align*}
  \text{in}[S] & \triangleq \text{at}[S] \cup \text{in}[S_t] \cup \text{in}[S_f] \\
  \text{at}[S] & \notin \text{in}[S_t] \cup \text{in}[S_f] \\
  \text{in}[S_t] \cap \text{in}[S_f] & = \emptyset \\
  \text{after}[S_t] & = \text{after}[S_f] = \text{after}[S]
  \end{align*}$$
Prefix trace semantics
Trace of a hand computation

Hand computation of

\[(1 - 1) \cdot 1 < (1 - 1)\]

is

\[
\begin{align*}
a & = 1 - 1 \\
a & = 0 \\
b & = a - 1 \\
b & = 0 - 1 \\
b & = -1 \\
c & = b \cdot a \\
c & = -1 \cdot 0 \\
c & = 0
\end{align*}
\]
Prefix trace

- A **prefix trace** is a finite observation of the program execution from entry
- A trace is a finite sequence of **labels separated by actions** (no memory state)

\[
\ell_1 \xrightarrow{a_1} \ell_2 \xrightarrow{a_3} \ell_3 \xrightarrow{a_3} \ell_4 \xrightarrow{a_4} \ell_3 \xrightarrow{a_5} \ell_6 \ldots
\]

- **labels** $\ell_i$: next action to be executed
- **actions** $a_i$: records the computation done by a program step
Example of prefix trace

- default initialization to 0

\[
\ell_1 \ x = x + 1; \\
\text{while } \ell_2 (\texttt{tt}) \{ \\
\quad \ell_3 \ x = x + 1; \\
\quad \text{if } \ell_4 (x > 2) \ell_5 \text{ break } \}; \ell_6; \ell_7
\] (4.4)

\[
\begin{align*}
\ell_1 \quad & x = x + 1 = 1 \\
\xrightarrow{\text{tt}} \quad & \ell_2 \\
\xrightarrow{\ell_3} \quad & x = x + 1 = 2 \\
\xrightarrow{\neg(x > 2)} \quad & \ell_4 \\
\xrightarrow{\text{tt}} \quad & \ell_2 \\
\xrightarrow{\ell_3} \quad & x = x + 1
\end{align*}
\] (6.1)

- \ell_4 \xrightarrow{x > 2} \ell_5 \text{ break} \xrightarrow{\text{skip}} \ell_6 \xrightarrow{} \ell_7
Values of variables

- Go back in the past to look for the last recorded assigned value (or 0 at initialization)

\[
\begin{align*}
\rho(\pi^e) & \xrightarrow{x = E = \nu} \ell' \vdash x \triangleq \nu \\
\rho(\pi^e) & \xrightarrow{\cdots} \ell' \vdash \rho(\pi^e) \text{ otherwise} \\
\rho(\ell) & \vdash 0
\end{align*}
\]
Prefix trace semantics

- Given a trace $\pi_0$ arriving at $[S]$, the prefix trace semantics $S^*[S]$ of $S$ specifies the trace $\pi_1$ of the execution of $S$ from $at[S]$ with initial values defined by $\pi_0$

$$
\pi_0 \xrightarrow{} at[S] \xrightarrow{\pi_1} \epsilon \in S^*[S](\pi_0 \text{ at } [S])
$$
Structural rule-based definition of the prefix trace semantics
Structural prefix trace semantics at a statement

Prefix trace at a statement $S$

$\pi_1 at[S] \in \mathcal{B} (\pi_1 at[S])$

(6.7)

A prefix continuation of the traces $\pi_1 at[S]$ arriving at a program, statement or statement list $S$ can be reduced to the program point $at[S]$ at this program, statement or statement list $S$. 
Semantics of arithmetic expressions

- An environment \( \rho \in \mathbb{E}_V \) where \( \mathbb{E}_V \triangleq V \rightarrow \mathbb{Z} \) is a function \( \rho \) mapping a variable \( x \) to its value \( \rho(x) \) in the set \( \mathbb{Z} \) of all mathematical integers.

- Semantics of arithmetic expressions:

\[
\begin{align*}
\mathbb{A} [1] \rho & \triangleq 1 \\
\mathbb{A} [x] \rho & \triangleq \rho(x) \\
\mathbb{A} [A_1 - A_2] \rho & \triangleq \mathbb{A} [A_1] \rho - \mathbb{A} [A_2] \rho
\end{align*}
\] (3.4)
Structural prefix trace semantics of an assignment statement

Prefix traces of an assignment statement $S ::= \ell \ x = A \ ;$

$$\begin{align*}
  v &= \mathcal{A}[A] \rho(\pi^\ell) \\
  \ell \ x = A = v &\quad \text{after}[S] \in \widehat{\mathcal{S}}^* [S](\pi^\ell)
\end{align*}$$

A prefix finite trace of an assignment $\ell \ x = E \ ;$ continuing some trace $\pi^\ell$ is $\ell$ followed by the event $x = v$ where $v$ is the last value of $x$ previously assigned to $x$ on $\pi^\ell$ (otherwise initialized to $0$) and finishing at the label $\text{after}[S]$ after the assignment.
Structural prefix trace semantics of a conditional statement

Prefix traces of a conditional statement $S ::= \text{if } \ell \ (B) \ S_t$

\[ \mathcal{B}[B] \rho(\pi_1 \ell) = \text{ff} \]

\[ \ell \xrightarrow{\neg(B)} \text{after}[S] \in \widetilde{S}^* [S](\pi_1 \ell) \tag{6.14} \]

\[ \mathcal{B}[B] \rho(\pi_1 \ell) = \text{tt}, \quad \pi_2 \in \widetilde{S}^* [S_t](\pi_1 \ell \xrightarrow{B} \text{at}[S_t]) \]

\[ \ell \xrightarrow{B} \text{at}[S_t] \cdot \pi_2 \in \widetilde{S}^* [S](\pi_1 \ell) \tag{6.15} \]

* is trace concatenation
Structural prefix trace semantics of an empty statement list

Prefix traces of an empty statement list $S_\ell ::= \epsilon$

\[
\text{at}[S_\ell] \in \hat{\mathcal{S}}^*([S_\ell])(\pi\text{at}[S_\ell])
\]  

(6.11)

- A prefix/maximal trace $\pi$ of the empty statement list $\epsilon$ continuing some trace is reduced to the program label $\text{at}[S_\ell]$ at that empty statement.
- This case is redundant and already covered by (6.7).
Structural prefix trace semantics of a statement list

Prefix traces of a statement list $S \mathcal{L} ::= S \mathcal{L}' \mathcal{S}$

1. $\pi_2 \in \widehat{S}^* \{S \mathcal{L}'\}(\pi_1)$

2. $\pi_2 \in \widehat{S}^* \{S \mathcal{L}\}(\pi_1)$

$\pi_2 \in \widehat{S}^+ \{S \mathcal{L}'\}(\pi_1), \quad \pi_3 \in \widehat{S}^* \{S\}(\pi_1 \triangleright \pi_2)$

$\pi_2 \triangleright \pi_3 \in \widehat{S}^* \{S \mathcal{L}\}(\pi_1)$

(6.9)

(6.10)

A prefix trace of $S \mathcal{L}' \mathcal{S}$ continuing an initial trace $\pi_1$ can be a prefix trace of $S \mathcal{L}'$ or a finite maximal trace of $S \mathcal{L}'$ followed by a prefix trace of $S$. 
Structural prefix trace semantics of an iteration statement

<table>
<thead>
<tr>
<th>Prefix traces of an iteration statement $S ::= \text{while} \ell (B) S_b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ell \in \mathcal{S} \ast [S] (\pi_1 \ell)$</td>
</tr>
<tr>
<td>$\ell \pi_2 \ell \in \mathcal{S} \ast [S] (\pi_1 \ell)$, $B [B] \rho (\pi_1 \ell \pi_2 \ell) = \text{ff}$</td>
</tr>
<tr>
<td>$\ell \pi_2 \ell \xrightarrow{\neg (B)} \text{after}[S] \in \mathcal{S} \ast [S] (\pi_1 \ell)$</td>
</tr>
<tr>
<td>$\ell \pi_2 \ell \in \mathcal{S} \ast [S] (\pi_1 \ell)$, $B [B] \rho (\pi_1 \ell \pi_2 \ell) = \text{tt}$, $\pi_3 \in \mathcal{S} \ast [S_b] (\pi_1 \ell \pi_2 \ell \xrightarrow{B} \text{at}[S_b])$</td>
</tr>
<tr>
<td>$\ell \pi_2 \ell \xrightarrow{B} \text{at}[S_b] \cdot \pi_3 \in \mathcal{S} \ast [S] (\pi_1 \ell)$</td>
</tr>
</tbody>
</table>

This is a forward, left recursive definition where $n + 1$ iterations are $n$ iterations followed by one iteration.
Structural prefix trace semantics of an iteration statement

Prefix traces of an iteration statement $S ::= \textbf{while}^\ell (B) S_b$

\begin{align}
\ell & \in \mathcal{S}^\ast [S](\pi_1^\ell) \\
\ell \pi_2^\ell & \in \left[ \mathcal{S}^\ast [S](\pi_1^\ell) \right], \quad \mathcal{B} [B] \rho(\pi_1^\ell \pi_2^\ell) = \mathsf{ff}
\end{align}

\begin{align}
\ell \pi_2^\ell & \xrightarrow{\neg(B)} \text{after}[S] \in \left[ \mathcal{S}^\ast [S](\pi_1^\ell) \right] \\
\ell \pi_2^\ell & \in \left[ \mathcal{S}^\ast [S](\pi_1^\ell) \right], \quad \mathcal{B} [B] \rho(\pi_1^\ell \pi_2^\ell) = \mathsf{tt}, \\
\pi_3 & \in \mathcal{S}^\ast [S_b](\pi_1^\ell \pi_2^\ell) \xrightarrow{B} \text{at}[S_b] \\
\ell \pi_2^\ell & \xrightarrow{B} \text{at}[S_b] \ - \ - \ - \ - \pi_3 \in \left[ \mathcal{S}^\ast [S](\pi_1^\ell) \right]
\end{align}

The definition is \textit{structural} (depends on the already defined semantics of sub-components) and \textit{recursive} (depends on itself) → might not be well-defined.
Structural prefix trace semantics of a break statement

Prefix traces of a break statement $S ::= \ell \ break \ ;$

![Diagram](image)

A prefix finite trace of a break $\ell \ break \ ;$ continuing some initial trace $\pi^\ell$ is the trace $\ell$ followed by the $\break$; event and ending at the break label $\breakto[S]$ (which is the exit label of the closest enclosing iteration loop or else the program exit).
Structural fixpoint definition of the prefix trace semantics
Examples of fixpoints $x$ such that $f(x) = x$

- As shown by Alfred Tarski, an increasing function on a complete lattice has at least one fixpoint and has at least one.
Tarski fixpoint theorem

Theorem (13.5, Tarski fixpoint theorem) An increasing function $f \in L \rightarrow L$ on a complete lattice $\langle L, \sqsubseteq, \bot, \top, \sqcap, \sqcup \rangle$ has a least fixpoint $\text{lfp}^\sqsubseteq f = \bigcap \{ x \in L \mid f(x) \sqsubseteq x \}$.
Tarski iterative fixpoint theorem

Theorem (13.14, Tarski iterative fixpoint)
- Let $f \in P \rightarrow P$ be an increasing function on a poset $\langle P, \sqsubseteq, \bot \rangle$ with infimum $\bot$.
- Define the iterates of $f$ to be the sequence $f^0 = \bot$ and $f^{n+1} = f(f^n)$ for $n \in \mathbb{N}$.
- Assume that the least upper bound $\bigsqcup \{f^n | n \in \mathbb{N}\}$ exists and $f(\bigsqcup \{f^n | n \in \mathbb{N}\}) = \bigsqcup \{f(f^n) | n \in \mathbb{N}\}$
- Then $f$ has a least fixpoint $\text{Lfp}^\sqsubseteq f = \bigsqcup \{f^n | n \in \mathbb{N}\}$.
Fixpoint prefix trace semantics of an assignment statement

\[
\hat{\mathcal{S}}^\ast \Pi[\sigma](\pi^\ell) = \{\ell\} \cup \{\ell \xrightarrow{x = E = v} \text{after}[\sigma] | v = \mathcal{S}^\ast [E] \rho(\pi^\ell)\}
\]

- Example of basic case
Fixpoint prefix trace semantics of a statement list

Prefix traces of a statement list $sl := sl' s$

$$\hat{S}^*[sl](\pi_1) = \hat{S}^*[sl'](\pi_1) \cup \{\pi_2 \circ \pi_3 | \pi_2 \in \hat{S}^+[sl'](\pi_1) \land \pi_3 \in \hat{S}^*[s](\pi_1 \circ \pi_2)\}$$  (15.2)

- $\hat{S}^+[sl']$ contains the finite maximal traces of $\hat{S}^*[sl']$
- Example of inductive case ($\hat{S}^*[sl]$ defined in terms of $\hat{S}^+[sl']$ and $\hat{S}^*[s]$ with $sl' \triangleleft sl$ and $s \triangleleft sl$ where $\triangleleft$ is the strict component relation)
Fixpoint prefix trace semantics of an iteration

Prefix traces of an iteration statement $S ::= \text{while} \; \ell \; (B) \; S_b$

$$\mathcal{S}^* \left[ \text{while} \; \ell \; (B) \; S_b \right] = \text{lfp} \; \mathcal{F}^* \left[ \text{while} \; \ell \; (B) \; S_b \right]$$ (15.3)

$$\mathcal{F}^* \left[ \text{while} \; \ell \; (B) \; S_b \right] (X)(\pi_1 \ell') \triangleq \emptyset \quad \text{when} \quad \ell' \neq \ell$$

$$\mathcal{F}^* \left[ \text{while} \; \ell \; (B) \; S \right] (X)(\pi_1 \ell) \triangleq \{ \ell \}$$ (a)

$$\cup \{\ell' \pi_2 \ell' \xrightarrow{(B)} \text{after}[S] \mid \ell' \pi_2 \ell' \in X(\pi_1 \ell') \wedge \\
\mathcal{B}[B] \rho(\pi_1 \ell' \pi_2 \ell') = \text{ff} \wedge \ell' = \ell \}$$ (b)

$$\cup \{\ell' \pi_2 \ell' \xrightarrow{B} \text{at}[S_b] \cdot \pi_3 \mid \ell' \pi_2 \ell' \in X(\pi_1 \ell') \wedge \\
\mathcal{B}[B] \rho(\pi_1 \ell' \pi_2 \ell') = \text{tt} \wedge \\
\pi_3 \in \mathcal{S}^* \left[ S_b \right] (\pi_1 \ell' \pi_2 \ell' \xrightarrow{B} \text{at}[S_b]) \wedge \ell' = \ell \}$$ (c)
- Example of inductive fixpoint case
  - inductive: $\mathcal{S}^*[[\text{while}^\ell (B) S_b]]$ defined in terms of $\mathcal{S}^*[[S_b]]$ with $S_b \triangleleft \text{while}^\ell (B) S_b$
  - fixpoint: $\mathcal{S}^*[[\text{while}^\ell (B) S_b]]$ recursively defined in terms of itself ($n + 1$ iterations are 1 iteration plus $n$ iterations)
Maximal trace semantics
Maximal trace semantics, informally

- The maximal trace semantics $S^{+\infty}[s] = S^+[s] \cup S^{\infty}[s]$ is derived from the prefix trace semantics $S^*[s]$ by
  - keeping the longest finite traces $S^+[s]$, and
  - passing to the limit $S^{\infty}[s]$ of prefix-closed traces for infinite traces.
Finite maximal trace semantics

- \( S^+[\llbracket S \rrbracket](\pi_1 \text{at}\llbracket S \rrbracket) \triangleq \{ \pi_2^\ell \in S^*[\llbracket S \rrbracket](\pi_1 \text{at}\llbracket S \rrbracket) \mid \ell = \text{after}\llbracket S \rrbracket \} \)
- \( S^+[\llbracket S \rrbracket](\pi_1^\ell) = \emptyset \quad \text{when } \ell \neq \text{at}\llbracket S \rrbracket \)
- \( S^+[\llbracket S \rrbracket](\pi_1 \text{at}\llbracket S \rrbracket) \) is the set of maximal finite traces at\llbracket S \rrbracket \pi_2 \text{after}\llbracket S \rrbracket of \( S \) continuing the trace \( \pi_1 \text{at}\llbracket S \rrbracket \) and reaching \text{after}\llbracket S \rrbracket.
Prefixes of a trace

- If $\pi = \ell_0 \xrightarrow{e_0} \ldots \ell_i \xrightarrow{e_i} \ldots \ell_n$ is a finite trace then its prefix $\pi[0..p]$ at $p$ is
  - $\pi$ when $p \geq n$
  - $\ell_0 \xrightarrow{e_0} \ldots \ell_j \xrightarrow{e_j} \ldots \ell_p$ when $0 \leq p \leq n$.

- If $\pi = \ell_0 \xrightarrow{e_0} \ldots \ell_i \xrightarrow{e_i} \ldots$ is an infinite trace then its prefix $\pi[0..p]$ at $p$ is
  $\ell_0 \xrightarrow{e_0} \ldots \ell_j \xrightarrow{e_j} \ldots \ell_p$. 
Limit of prefix traces

- The limit $\lim T$ of a set of traces $T$ is the set of infinite traces which prefixes can be extended to a trace in $T$.

$$\lim T \triangleq \{ \pi \in \mathbb{T}^\infty | \forall n \in \mathbb{N} . \exists p \geq n . \pi[0..p] \in T \}.$$

- Let $S$ be an iteration. $\langle \pi, \pi' \rangle \in \lim \mathcal{S}^*[S]$ where $\pi'$ is infinite if and only if, whenever we take a prefix $\pi'[0..n]$ of $\pi'$, it is a possible finite observation of the execution of $S$ and so belongs to the prefix trace semantics $\langle \pi, \pi'[0..n] \rangle \in \mathcal{S}^*[S]$. 
Infinite maximal trace semantics

\[ S^\infty[S] \triangleq \lim(S^*[S]) \]
Memory abstraction
Memory abstraction

- Abstraction from traces $\pi \in \mathbb{T}^+$ to environments $\rho \in \mathcal{E} \mathcal{V} \triangleq \mathcal{V} \rightarrow \mathcal{V}$ mapping variables $x \in \mathcal{V}$ to their value $\rho(x) \in \mathcal{V}$
- $\alpha(\pi) = \rho(\pi)$

where

$$\rho(\pi \ell \xrightarrow{x = E = \mathcal{V}} \ell')_x \triangleq \mathcal{V}$$

$$\rho(\pi \ell \xrightarrow{\cdots} \ell')_x \triangleq \rho(\pi \ell) \quad \text{otherwise}$$

$$\rho(\ell)_x \triangleq 0$$
Properties
Formal property

- A property is the set of elements that satisfy this property.
- Examples:
  - \(\{2k + 1 \mid k \in \mathbb{N}\}\) is the property “to be an odd natural”
  - \(\{2k \mid k \in \mathbb{Z}\}\) is the property “to be an even integer”
- Formally:
  - \(\mathcal{E}\) is a set of entities
  - A property of these entities is an element of \(\wp(\mathcal{E})\)
  - Examples:
    - \(\emptyset\) is false (ff)
    - \(\mathcal{E}\) is true (tt)
    - \(e \in P, P \in \wp(\mathcal{E})\) means “\(e\) has property \(P\)”
    - \(P \subseteq P'\) is implication \(\Rightarrow\) (\(P\) is stronger that \(P'\), \(P'\) is weaker that \(P\))
Program property

- **Syntactic point of view**: a program property is the set of all programs which have this property (e.g. Rice theorem)
- **Semantic point of view**: a program property is the set of all semantic of programs which have this property.
- By [program] property, we mean the semantic point of view.
- A program semantics is a set of traces (in $\varphi(\mathbb{T}^+)$) so a program property is a set of sets of traces (in $\varphi(\varphi(\mathbb{T}^+)))$\(^1\)

\(^1\)sometimes called “hyperproperties”
The complete (boolean) lattice of formal properties

\[ \langle \wp(\mathbb{E}), \leq, \emptyset, \mathbb{E}, \cup, \cap, \neg \rangle \]

- \( \wp(\mathbb{E}) \) properties of entities belonging to \( \mathbb{E} \)
- \( \leq \) implication
- \( \emptyset \) false
- \( \mathbb{E} \) true
- \( \cup \) disjunction, or
- \( \cap \) conjunction, and
- \( \neg \) negation, \( \neg P \triangleq \mathbb{E} \setminus P \)

(the definition of “complete lattice” is forthcoming)
Posets and complete lattices

- A **poset** \( \langle \mathcal{P}, \sqsubseteq \rangle \) is a set equipped with a binary relation \( \sqsubseteq \) which is (for all \( x, y, z \in \mathcal{P} \))
  - reflexive: \( x \sqsubseteq x \)
  - antisymmetric: \( x \sqsubseteq y \land y \sqsubseteq x \Rightarrow x = y \)
  - transitive: \( x \sqsubseteq y \land y \sqsubseteq z \Rightarrow x \sqsubseteq z \)

- A subset \( S \in \wp(\mathcal{P}) \) has a **least upper bound** (denoted \( \sqcup S \)) if and only if
  - \( \sqcup S \in \mathcal{P} \)
  - \( \forall x \in S . \ x \sqsubseteq \sqcup S \)
  - \( \forall x \in S . \ x \sqsubseteq u \Rightarrow \sqcup S \subseteq u \)

- A **complete lattice** is a poset \( \langle \mathcal{P}, \sqsubseteq \rangle \) in which any subset \( S \in \wp(\mathcal{P}) \) has a lub/join \( \sqcup S \) (not only the finite ones).
Collecting semantics
Collecting semantics

- The strongest semantic property of program \( P \)

\[
\mathcal{S}^c[\mathcal{P}] \triangleq \{ \mathcal{S}^*[\mathcal{P}] \}. \tag{8.5}
\]

- Program \( P \) has property \( P \in \varphi(\varphi(\mathbb{T}^{+\infty})) \) is
  - \( \mathcal{S}^*[\mathcal{P}] \in P \), or equivalently
  - \( \{ \mathcal{S}^*[\mathcal{P}] \} \subseteq P \) i.e. \( P \) is implied by the collecting semantics of program \( P \).

- So we can use implication \( \subseteq (\Rightarrow) \) instead of \( \in (\text{with no direct equivalent for predicates in logic}) \).

- Program verification \( \{ \mathcal{S}^*[\mathcal{P}] \} \subseteq P \) is undecidable (Rice theorem)
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The End of Part 1
Part 2

Abstraction
Abstraction

- We formalize the *abstraction and approximation of program properties*

- We show how a structural rule-based/fixedpoint *abstract semantics* can be derived from the collecting semantics by *calculational design*. 
Informal introduction to abstraction
Abstraction, informally

- Let be $\langle \varrho(\mathcal{E}), \subseteq \rangle$ be properties of entities (so called the *concrete domain*)
Abstraction, informally

- Let be $\langle \wp(E), \subseteq \rangle$ be properties of entities (so called the *concrete domain*)
- Consider a subset $\mathcal{A} \subseteq \wp(E)$ of *properties of interest* $\langle \mathcal{A}, \subseteq \rangle$
Abstraction, informally

- Let be $\langle \wp(\mathcal{E}), \subseteq \rangle$ be properties of entities (so called the \textit{concrete domain})
- Consider a subset $\mathcal{A} \subseteq \wp(\mathcal{E})$ of \textit{properties of interest} $\langle \mathcal{A}, \subseteq \rangle$
- Encode these properties of interest in an \textit{abstract domain} $\langle \mathcal{A}, \subseteq \rangle$
Abstraction, informally

- Let be $\langle \mathcal{P}(\mathcal{E}), \subseteq \rangle$ be properties of entities (so called the *concrete domain*)
- Consider a subset $\mathcal{A} \subseteq \mathcal{P}(\mathcal{E})$ of *properties of interest* $\langle \mathcal{A}, \subseteq \rangle$
- Encode these properties of interest in an *abstract domain* $\langle \mathcal{A}, \subseteq \rangle$
- The decoding function $\gamma \in A \to \mathcal{A}$ is called the *concretization function*
Abstraction, informally

- Let be $\langle \mathcal{P}(S), \subseteq \rangle$ be properties of entities (so called the \textit{concrete domain})
- Consider a subset $\mathcal{A} \subseteq \mathcal{P}(S)$ of \textit{properties of interest} $\langle \mathcal{A}, \subseteq \rangle$
- Encode these properties of interest in an \textit{abstract domain} $\langle A, \subseteq \rangle$
- The decoding function $\gamma \in A \rightarrow A$ is called the \textit{concretization function}
- Make proofs using abstract properties only
Abstraction, informally

- Let be \( \langle \mathcal{P}(E), \subseteq \rangle \) be properties of entities (so called the \textit{concrete domain})
- Consider a subset \( \mathcal{A} \subseteq \mathcal{P}(E) \) of \textit{properties of interest} \( \langle \mathcal{A}, \subseteq \rangle \)
- Encode these properties of interest in an \textit{abstract domain} \( \langle \mathcal{A}, \subseteq \rangle \)
- The decoding function \( \gamma \in A \rightarrow \mathcal{A} \) is called the \textit{concretization function}
- Make proofs using abstract properties only
- So any concrete property must be over-approximated by a abstract property in \( \mathcal{A} = \gamma(A) \)
Abstraction, informally

- Let be \( \langle \wp(\mathcal{E}), \subseteq \rangle \) be properties of entities (so called the \textit{concrete domain})
- Consider a subset \( \mathcal{A} \subseteq \wp(\mathcal{E}) \) of \textit{properties of interest} \( \langle \mathcal{A}, \subseteq \rangle \)
- Encode these properties of interest in an \textit{abstract domain} \( \langle A, \subseteq \rangle \)
- The decoding function \( \gamma \in A \rightarrow \mathcal{A} \) is called the \textit{concretization function}
- Make proofs using abstract properties only
- So any concrete property must be over-approximated by a abstract property in \( \mathcal{A} = \gamma(A) \)
- If the abstract proof succeeds, it is valid in the concrete (\textit{soundness})
Abstraction, informally

- Let be $\langle \mathcal{P}(\mathcal{E}), \subseteq \rangle$ be properties of entities (so called the \textit{concrete domain})
- Consider a subset $\mathcal{A} \subseteq \mathcal{P}(\mathcal{E})$ of \textit{properties of interest} $\langle \mathcal{A}, \subseteq \rangle$
- Encode these properties of interest in an \textit{abstract domain} $\langle \mathcal{A}, \subseteq \rangle$
- The decoding function $\gamma \in \mathcal{A} \rightarrow \mathcal{A}$ is called the \textit{concretization function}
- Make proofs using abstract properties only
- So any concrete property must be over-approximated by a abstract property in $\mathcal{A} = \gamma(A)$
- If the abstract proof succeeds, it is valid in the concrete (\textit{soundness})
- If the abstract proof fails, you missed some property in $\mathcal{P}(\mathcal{E}) \setminus \mathcal{A}$ which is essential in the concrete proof (\textit{incompleteness})
Brahmagupta

- Brahmagupta (born c. 598, died after 665) was an Indian mathematician and astronomer;
- Invented the rule of signs (including to compute with zero);
- We explain his rule of sign as an abstract interpretation;
- Probably the very first example of abstract interpretation.
Structural collecting semantics

- Semantics

\[ \mathcal{A}[A] \in (\forall \to \mathbb{Z}) \to \mathbb{Z} \]
\[ \mathcal{A}[1] \rho \triangleq 1 \]
\[ \mathcal{A}[x] \rho \triangleq \rho(x) \]
\[ \mathcal{A}[A_1 - A_2] \rho \triangleq \mathcal{A}[A_1] \rho - \mathcal{A}[A_2] \rho \]

- Collecting semantics

\[ \mathcal{S}^C[A] \in \rho((\forall \to \mathbb{Z}) \to \mathbb{Z}) \]
\[ \mathcal{S}^C[1] = \{ \lambda \rho \in \cdot 1 \} \]
\[ \mathcal{S}^C[x] = \{ \lambda \rho \in (\forall \to \mathbb{Z}) \cdot \rho(x) \} \]
\[ \mathcal{S}^C[A_1 - A_2] = \{ \lambda \rho \in (\forall \to \mathbb{Z}) \cdot f_1(\rho) - f_2(\rho) \mid f_1 \in \mathcal{S}^C[A_1] \land f_2 \in \mathcal{S}^C[A_2] \} \]
Sign abstraction
Sign property (of an individual variable)

Example of Hasse diagram.
Encoding of sign properties (of an individual variable)

\[
\begin{array}{c}
\text{T} \\
\downarrow \\
\leq 0 & \neq 0 & \geq 0 \\
\downarrow & \downarrow & \downarrow \\
<0 & =0 & >0 \\
\downarrow & \downarrow & \\
\bot \\
\end{array}
\]

Concretization function:

\[
\begin{align*}
\gamma_{\pm}(\bot) & \triangleq \emptyset \\
\gamma_{\pm}(<0) & \triangleq \{ z \mid z < 0 \} \\
\gamma_{\pm}(=0) & \triangleq \{ 0 \} \\
\gamma_{\pm}(>0) & \triangleq \{ z \mid z > 0 \} \\
\gamma_{\pm}(\text{T}) & \triangleq \mathbb{Z}
\end{align*}
\]
Encoding of sign properties (of an individual variable)

\[ \mathbb{P}^\pm = \begin{cases} \leq 0 & \neq 0 & \geq 0 \\ \wedge & \vee & \bigvee \end{cases} \]

\( \mathbb{T}_\pm \)

\( \sqsubseteq \) is the partial order in \( \mathbb{P}^\pm \)

\( \bigvee \) is the least upper bound in \( \mathbb{P}^\pm \)

\( \text{e.g. } \bigvee \{\leq 0, \neq 0\} = \mathbb{T}_\pm, \bigvee \emptyset = \bot_\pm \)

\( \bigwedge \) is the greatest lower bound in \( \mathbb{P}^\pm \)

\( \text{e.g. } \bigwedge \{\leq 0, \neq 0\} = <0, \bigwedge \emptyset = \mathbb{T}_\pm \)

Abstraction function: \( \alpha_\pm(P) \triangleq \begin{cases} P \subseteq \emptyset \Rightarrow \bot_\pm \\ P \subseteq \{z \mid z < 0\} \Rightarrow <0 \\ P \subseteq \{0\} \Rightarrow =0 \\ P \subseteq \{z \mid z > 0\} \Rightarrow >0 \\ P \subseteq \{z \mid z \leq 0\} \Rightarrow \leq 0 \\ P \subseteq \{z \mid z \neq 0\} \Rightarrow \neq 0 \\ P \subseteq \{z \mid z \geq 0\} \Rightarrow \geq 0 \\ \mathbb{T}_\pm \end{cases} \) \quad (3.28)
Galois connection

- The pair \( \langle \alpha_\pm, \gamma_\pm \rangle \) of functions satisfies \( \alpha_\pm(P) \subseteq Q \iff P \subseteq \gamma_\pm(Q) \)
  
  \[ \alpha_\pm(P) \subseteq Q \]
  
  \[ \iff \alpha_\pm(P) \subseteq \not= 0 \quad \text{ (in case } Q \not= 0, \text{ other cases are similar)} \]
  
  \[ \iff \alpha_\pm(P) \in \{ \bot_\pm, <0, \not= 0, >0 \} \quad \text{ (def. \( \alpha_\pm \))} \]
  
  \[ \iff P \subseteq \emptyset \lor P \subseteq \{ z \mid z < 0 \} \lor P \subseteq \{ z \mid z > 0 \} \lor P \subseteq \{ z \mid z \not= 0 \} \quad \text{ (def. } \alpha_\pm) \]
  
  \[ \iff P \subseteq \{ z \mid z \not= 0 \} \quad \text{ (def. } \subseteq) \]
  
  \[ \iff P \subseteq \gamma_\pm(\not= 0) \quad \text{ (def. } \gamma_\pm) \]
  
  \[ \iff P \subseteq \gamma_\pm(Q) \quad \text{ (case } Q \not= 0) \]

- This is the definition of a Galois connection

- We write \( \langle \wp(\mathbb{Z}), \subseteq \rangle \leftarrow\rightarrow_{\alpha_\pm} \langle \wp^\pm, \subseteq \rangle \)

- This will be further generalized.
Sign abstract semantics

\[ S[A] \in (\mathcal{V} \rightarrow \mathcal{P}^\pm) \rightarrow \mathcal{P}^\pm \]

\[ S[1]P \triangleq >0 \]

\[ S[x]P \triangleq P(x) \]

\[ S[A_1 - A_2]P \triangleq S[A_1]P - S[A_2]P \]

<table>
<thead>
<tr>
<th>(x \pm y)</th>
<th>(y)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\bot)</td>
<td>(\bot)</td>
</tr>
<tr>
<td>(&lt;0)</td>
<td>(\bot)</td>
</tr>
<tr>
<td>(=0)</td>
<td>(\bot)</td>
</tr>
<tr>
<td>(&gt;0)</td>
<td>(\bot)</td>
</tr>
<tr>
<td>(\leq 0)</td>
<td>(\bot)</td>
</tr>
<tr>
<td>(\neq 0)</td>
<td>(\bot)</td>
</tr>
<tr>
<td>(\geq 0)</td>
<td>(\bot)</td>
</tr>
<tr>
<td>(\top)</td>
<td>(\bot)</td>
</tr>
</tbody>
</table>
Calculational design of the rule of signs

\[ >0 \rightarrow - \leq 0 \]
\[ \triangleq \alpha_\pm(\{x - y \mid x \in \gamma_\pm(>0) \land y \in \gamma_\pm(\leq 0)\}) \]
\[ = \alpha_\pm(\{x - y \mid x > 0 \land y \leq 0\}) \]
\[ = \alpha_\pm(\{x - y \mid x > 0 \land -y \geq 0\}) \]
\[ \subseteq \alpha_\pm(\{x - y \mid x - y > 0\}) \]
\[ = \alpha_\pm(\{z \mid z > 0\}) \]
\[ = >0 \]

Same calculus for all other cases (can be automated with a theorem prover, so called predicate abstraction).
Sign abstract semantics (revisited)

- If a variable \( y \) has sign \( \bot \), then \( \gamma(\bot) = \emptyset \) so the expression is not evaluated hence returns no value.
- Define \( \downarrow[\pm][P]s \triangleq (\exists y \in \mathcal{V} . P(y) = \bot \) or \( \bot \) if a variable has abstract value \( \bot \).
- The following sign abstract semantics is more precise:

\[
\begin{align*}
\mathcal{S}^\pm[1]P &= \downarrow[\pm][P](>0) \\
\mathcal{S}^\pm[x]P &= \downarrow[\pm][P](P(x)) \\
\mathcal{S}^\pm[A_1 - A_2]P &= (\mathcal{S}^\pm[A_1]P) - (\mathcal{S}^\pm[A_2]P)
\end{align*}
\]

- It follows that \( \exists x \in \mathcal{V} . P(x) = \bot \) implies \( \mathcal{S}^\pm[A]P = \bot \).
Soundness
Sign concretization

- **Sign**

\[
\gamma_{\pm}(\perp_{\pm}) \triangleq \emptyset \quad \gamma_{\pm}(\leq 0) \triangleq \{z \in \mathbb{Z} \mid z \leq 0\} \\
\gamma_{\pm}(<0) \triangleq \{z \in \mathbb{Z} \mid z < 0\} \quad \gamma_{\pm}(<0) \triangleq \{z \in \mathbb{Z} \mid z \neq 0\} \\
\gamma_{\pm}(=0) \triangleq \{0\} \quad \gamma_{\pm}(\geq 0) \triangleq \{z \in \mathbb{Z} \mid z \geq 0\} \\
\gamma_{\pm}(>0) \triangleq \{z \in \mathbb{Z} \mid z > 0\} \quad \gamma_{\pm}(\mathbb{Z}) \triangleq \mathbb{Z}
\]

- **Sign environment**

\[
\hat{\gamma}_{\pm}(\hat{\rho}) \triangleq \{\rho \in \mathcal{V} \rightarrow \mathbb{Z} \mid \forall x \in \mathcal{V} . \rho(x) \in \gamma_{\pm}(\hat{\rho}(x))\} 
\]

- **Sign abstract property**

\[
\hat{\gamma}_{\pm}(\mathcal{P}) \triangleq \{\mathcal{S} \in (\mathcal{V} \rightarrow \mathbb{Z}) \rightarrow \mathbb{Z} \mid \forall \hat{\rho} \in \mathcal{V} \rightarrow \mathbb{P}^\pm . \forall \rho \in \hat{\gamma}_{\pm}(\hat{\rho}) . \mathcal{S}(\rho) \in \gamma_{\pm}(\mathcal{P}(\hat{\rho}))\}
\]
Sign abstraction

- **Value property**

\[
\alpha_\pm(P) \triangleq \begin{cases} 
P \subseteq \emptyset & \perp_\pm \\
| P \subseteq \{z \mid z < 0\} & ? < 0 \\
| P \subseteq \{0\} & ? = 0 \\
| P \subseteq \{z \mid z > 0\} & ? > 0 \\
| P \subseteq \{z \mid z \leq 0\} & ? \leq 0 \\
| P \subseteq \{z \mid z \neq 0\} & ? \neq 0 \\
| P \subseteq \{z \mid z \geq 0\} & ? \geq 0 \\
\end{cases} 
\]  \hspace{1cm} (3.28)

- **Environment property**

\[
\hat{\alpha}_\pm(P) \triangleq \lambda x \in \mathcal{V} \cdot \alpha_\pm(\{\rho(x) \mid \rho \in P\}) 
\]  \hspace{1cm} (3.31)

- **Semantics property**

\[
\check{\alpha}_\pm(P) \triangleq \lambda \hat{\rho} \in \mathcal{V} \rightarrow \mathbb{P}^\pm \cdot \alpha_\pm(\{\mathcal{S}(\rho) \mid \mathcal{S} \in P \land \rho \in \check{\gamma}_\pm(\hat{\rho})\}) 
\]  \hspace{1cm} (3.32)
Example of environment property abstraction

- The property of environments such that $x$ is equal to 1:

$$\{ \rho \in \mathcal{V} \to \mathbb{Z} \mid \rho(x) = 1 \}$$

- Sign abstraction:

$$\hat{\alpha}_\pm(\{ \rho \in \mathcal{V} \to \mathbb{Z} \mid \rho(x) = 1 \})$$

$$\triangleq \lambda y \in \mathcal{V} \cdot \alpha_\pm(\{ \rho(y) \mid \rho \in \{ \rho \in \mathcal{V} \to \mathbb{Z} \mid \rho(x) = 1 \} \})$$

$$= \lambda y \in \mathcal{V} \cdot [ y = x \not\preceq \alpha_\pm(\{ 1 \}) \circ \alpha_\pm(\mathbb{Z}) ]$$

$$= \lambda y \in \mathcal{V} \cdot [ y = x \not\preceq 0 \circ T_\pm ]$$

- Sign concretization:

$$\hat{\gamma}_\pm(\lambda y \in \mathcal{V} \cdot [ y = x \not\preceq 0 \circ T_\pm ])$$

$$\triangleq \{ \rho \in \mathcal{V} \to \mathbb{Z} \mid \forall z \in \mathcal{V} \cdot \rho(z) \in \gamma_\pm(\lambda y \in \mathcal{V} \cdot [ y = x \not\preceq 0 \circ T_\pm ](z)) \}$$

$$= \{ \rho \in \mathcal{V} \to \mathbb{Z} \mid \rho(x) > 0 \}$$
Galois connections

- **Value to sign**
  \[
  \langle \varphi(\mathbb{Z}), \subseteq \rangle \xrightarrow{\gamma_{\pm}} \langle \mathbb{P}^{\pm}, \subseteq \rangle
  \]

- **Value environment to sign environment**
  \[
  \langle \varphi(\mathcal{V} \rightarrow \mathbb{Z}), \subseteq \rangle \xrightarrow{\gamma_{\pm}} \langle \mathcal{V} \rightarrow \mathbb{P}^{\pm}, \subseteq \rangle
  \]

- **Semantic to sign abstract semantic property**
  \[
  \langle \varphi((\mathcal{V} \rightarrow \mathbb{Z}) \rightarrow \mathbb{Z}), \subseteq \rangle \xrightarrow{\gamma_{\pm}} \langle ((\mathcal{V} \rightarrow \mathbb{P}^{\pm}) \rightarrow \mathbb{P}^{\pm}, \subseteq \rangle
  \]
Soundness of the abstract sign semantics

- The abstract sign semantics is an abstraction of the collecting property

\[ \mathcal{S}^C[A] \subseteq \hat{\mathcal{Y}}_{\pm}(\mathcal{S}^{\pm}[A]) \]
\[ \Leftrightarrow \hat{\alpha}_{\pm}(\mathcal{S}^C[A]) \subseteq \mathcal{S}^{\pm}[A] \]

- Precision loss: if the sign of \( x \) is \( \leq 0 \) then the sign of \( x - x \) is \( T_{\pm} \) not \( = 0 \)
- The absolute value is abstracted away
- No precision loss for multiplication \( \times \)
Calculational design of the sign semantics
Case when $\exists x \in \mathcal{V} \cdot \hat{\rho}(x) = \bot_{\pm}$ so that $\dot{\gamma}_{\pm}(\hat{\rho}) = \emptyset$

- $\hat{\alpha}_{\pm}(\mathcal{S}_{\pm}^C[[A]])^{\hat{\theta}}$

$$= \alpha_{\pm}(\{\mathcal{S}(\rho) \mid \mathcal{S} \in \mathcal{S}_{\pm}^C[[A]] \land \rho \in \dot{\gamma}_{\pm}(\hat{\rho})\})$$

$\text{def. (3.32) of } \hat{\alpha}_{\pm}$

$$= \alpha_{\pm}(\{\mathcal{A}[[A]](\rho) \mid \rho \in \dot{\gamma}_{\pm}(\hat{\rho})\})$$

$\text{def. (3.11) of } \mathcal{S}_{\pm}^C[[A]]$

$$= \alpha_{\pm}(\emptyset)$$

$\exists x \in \mathcal{V} \cdot \hat{\rho}(x) = \bot_{\pm}$ so that $\dot{\gamma}_{\pm}(\hat{\rho}) = \emptyset$

$\text{def. (3.28) of } \alpha_{\pm}$

$$= \bot_{\pm}$$

$\mathcal{S}_{\pm}^C[[A]]^{\hat{\theta}}$

$\text{in accordance with (3.19) such that } \exists x \in \mathcal{V} \cdot \hat{\rho}(x) = \bot_{\pm} \text{ implies } \mathcal{S}_{\pm}^C[[A]]^{\hat{\theta}} = \bot_{\pm}.$
Homework: Case of a variable $x$

\[
\alpha_{\pm}(\mathcal{S}^C[x])^\dagger
= \alpha_{\pm}(\{S(\rho) \mid S \in \mathcal{S}^C[x] \land \rho \in \dot{\gamma}_{\pm}(\dot{\rho})\})
\]

\[
= \alpha_{\pm}(\{A[x](\rho) \mid \rho \in \dot{\gamma}_{\pm}(\dot{\rho})\})
\]

\[
= \alpha_{\pm}(\{\rho(x) \mid \rho \in \dot{\gamma}_{\pm}(\dot{\rho})\})
\]

\[
= \alpha_{\pm}(\{\rho(x) \mid \forall y \in V . \rho(y) \in \gamma_{\pm}(\dot{\rho}(y))\})
\]

\[
= \alpha_{\pm}(\{\rho(x) \mid \rho(x) \in \gamma_{\pm}(\dot{\rho}(x))\})
\]

\[
\text{since } \gamma_{\pm}(\dot{\rho}(y)) \text{ is not empty so for } y \neq x, \rho(y) \text{ can be chosen arbitrarily to satisfy } \rho(y) \in \gamma_{\pm}(\dot{\rho}(y))\}
\]

\[
= \alpha_{\pm}(\{x \mid x \in \gamma_{\pm}(\dot{\rho}(x))\})
\]

\[
= \alpha_{\pm}(\gamma_{\pm}(\dot{\rho}(x)))
\]

\[
= \dot{\rho}(x)
\]

\[
\dot{\rho}(x)
\]

\[
\text{in accordance with (3.19) when } \forall y \in V . \dot{\rho}(y) \neq \bot_{\pm}\)
\]
Other cases

- similar for \( \bar{\alpha}_\pm(S^c[1]) \)
- by structural induction for \( \bar{\alpha}_\pm(S^c[A_1 - A_2]) \)
- See the course notes in the appendix.
Chapter 11

Galois Connections and Abstraction
Galois connections

- Given posets \( \langle C, \sqsubseteq \rangle \) (the concrete domain) and \( \langle A, \preceq \rangle \) (the abstract domain), the pair \( \langle \alpha, \gamma \rangle \) of functions \( \alpha \in C \to A \) (the lower adjoint or abstraction) and \( \gamma \in A \to C \) (the upper-adjoint or concretization) is a Galois connection (GC) if and only if

\[
\forall P \in C. \forall \overline{P} \in A. \alpha(P) \preceq \overline{P} \iff P \sqsubseteq \gamma(\overline{P}) \tag{11.1}
\]

which we write

\[
\langle C, \sqsubseteq \rangle \xleftrightarrow[\alpha]{\gamma} \langle A, \preceq \rangle.
\]
Example: homomorphic/partition abstraction

- Let $C$ and $A$ be sets, $h \in C \to A$
- $\alpha_h(S) \triangleq \{h(e) \mid e \in S\}$
- $\gamma_h(S) \triangleq \{e \in S \mid h(e) \in \overline{S}\}$
- $\langle \wp(C), \subseteq \rangle \xrightarrow{\alpha_h} \langle \wp(A), \subseteq \rangle$

Proof

$\alpha_h(S) \subseteq \overline{S}$

$\iff \{h(e) \mid e \in S\} \subseteq \overline{S}$ \(\text{def. } \alpha_h\)

$\iff \forall e \in S . h(e) \in \overline{S}$ \(\text{def. } \subseteq\)

$\iff S \subseteq \{e \mid h(e) \in \overline{S}\}$ \(\text{def. } \subseteq\)

$\iff S \subseteq \gamma_h(\overline{S})$ \(\text{def. } \gamma_h\) $\Box$
Duality in order theory

- The properties derived for $\sqsubseteq$, $\perp$, $\top$, $\sqcup$, $\max$, $\sqcap$, $\min$, etc. are valid for the dual $\sqsupset$, $\top$, $\perp$, $\sqcap$, $\min$, $\sqcup$, $\max$, etc.

- Intuition:
Dual of a Galois connection

- The dual of a Galois connection \( \langle C, \sqsubseteq \rangle \stackrel{\gamma}{\leftarrow} \alpha \Rightarrow \langle A, \preceq \rangle \) is the Galois connection \( \langle A, \preceq \rangle \leftarrow \gamma \Rightarrow \langle C, \sqsubseteq \rangle \)  

**Proof** \( \langle C, \sqsubseteq \rangle \stackrel{\gamma}{\leftarrow} \alpha \Rightarrow \langle A, \preceq \rangle \)  
\( \Leftrightarrow \alpha(x) \preceq y \Leftrightarrow x \sqsubseteq \gamma(y) \)  
\( \Leftrightarrow \alpha(x) \succeq y \Leftrightarrow x \supseteq \gamma(y) \)  
\( \Leftrightarrow \gamma(y) \sqsubseteq x \Leftrightarrow \gamma(x) \preceq y \Leftrightarrow \gamma(x) \sqsubseteq x \)  
\( \Leftrightarrow \gamma(x) \sqsubseteq y \Leftrightarrow \gamma(y) \preceq x \Leftrightarrow \gamma(y) \sqsubseteq x \)  
\( \Leftrightarrow \langle A, \preceq \rangle \leftarrow \gamma \Rightarrow \langle C, \sqsubseteq \rangle \)  

- Dualization of a statement involving Galois connections consists in exchanging the adjoints  
- If an adjoint has a property, its adjoint has the dual property
Example of dualization

**Lemma 1** If \( \langle C, \sqsubseteq \rangle \xleftarrow{\gamma} \langle \mathcal{A}, \preceq \rangle \) then \( \alpha \) is increasing. □

**Proof** Assume \( P \sqsubseteq P' \). By \( \alpha(P') \preceq \alpha(P') \) we have \( P' \sqsubseteq \gamma(\alpha(P')) \) so \( P \sqsubseteq \gamma(\alpha(P')) \) by transitivity hence \( \alpha(P) \sqsubseteq \alpha(P') \) by definition of a GC, proving that \( \alpha \) is increasing. □

**Lemma 2** If \( \langle C, \sqsubseteq \rangle \xleftarrow{\gamma} \langle \mathcal{A}, \preceq \rangle \) then \( \gamma \) is increasing. □

**Proof** By duality (increasing is self-dual so the dual of “\( \alpha \) is increasing” is “\( \gamma \) is increasing”). □
Example of dualization

- In a Galois connection $\langle C, \sqsubseteq \rangle \xleftrightarrow{\gamma} \langle A, \preceq \rangle$ we have $\alpha \circ \gamma \circ \alpha = \alpha$

**Proof homework** For all $x \in C$ and $y \in A$,

1. $\alpha(x) \preceq \alpha(x)$  \hspace{1cm} \text{\{reflexivity\}}
2. $x \sqsubseteq \gamma(\alpha(x))$  \hspace{1cm} \text{\{def. GC\}}
3. $\alpha(x) \preceq \alpha(\gamma(\alpha(x)))$  \hspace{1cm} \text{\{\(\alpha\) increasing\}}
4. $\gamma(y) \sqsubseteq \gamma(y)$  \hspace{1cm} \text{\{reflexivity\}}
5. $\alpha(\gamma(y)) \preceq y$  \hspace{1cm} \text{\{def. GC\}}
6. $\alpha(\gamma(\alpha(x))) \preceq \alpha(\gamma(y))$  \hspace{1cm} \text{\{for \(y = \alpha(x)\)\}}
7. $\alpha(\gamma(\alpha(x))) = \alpha(\gamma(\alpha(x)))$  \hspace{1cm} \text{\{antisymmetry\}}

- The dual is $\gamma \circ \alpha \circ \gamma = \gamma$. 
Equivalent definition of Galois connections

- $\langle C, \sqsubseteq \rangle \leftrightarrow^{\gamma}_{\alpha} \langle \mathcal{A}, \preceq \rangle$ if and only if $\alpha \in C \rightarrow \mathcal{A}$ and $\gamma \in \mathcal{A} \rightarrow C$ satisfy
  1. $\alpha$ is increasing;
  2. $\gamma$ is increasing;
  3. $\forall x \in C . x \sqsubseteq \gamma \circ \alpha(x)$ \(i.e. \gamma \circ \alpha\) is extensive
  4. $\forall y \in \mathcal{A} . \alpha \circ \gamma(y) \preceq y$ \(i.e. \alpha \circ \gamma\) is reductive

\[\Box\]
\( \alpha \) preserves existing lubs

**Lemma 3** If \( \langle C, \sqsubseteq \rangle \overset{\gamma}{\underset{\alpha}{\leftrightarrow}} \langle \mathcal{A}, \preceq \rangle \) then \( \alpha \) preserves lubs that may exist in \( C \). i.e. let \( \sqcup \) be the partially defined lub for \( \sqsubseteq \) in \( C \) and \( \gamma \) be the partially defined lub for \( \preceq \) in \( \mathcal{A} \). Let \( S \in \wp(C) \) be any subset of \( C \). If \( \bigvee S \) exists in \( C \) then the upper bound \( \gamma\{\alpha(e) \mid e \in S\} \) exists in \( C \) and is equal to \( \alpha(\bigvee S) \).

**Proof** By existence and definition of the lub \( \bigvee S \), we have \( \forall e \in S. e \sqsubseteq \bigvee S \) so \( \alpha(e) \preceq \alpha(\bigvee S) \) since \( \alpha \) is increasing. It follows that \( \alpha(\bigvee S) \) is an upper bound of \( \{\alpha(e) \mid e \in S\} \). Let \( u \) be any upper bound of this set \( \{\alpha(e) \mid e \in S\} \) so that \( \forall e \in S. \alpha(e) \preceq u \). By definition of a GC, \( \forall e \in S. e \sqsubseteq \gamma(u) \). So \( \gamma(u) \) is an upper bound of \( S \). By existence and definition of the lub \( \bigvee S \), \( \bigvee S \sqsubseteq \gamma(u) \) so \( \alpha(\bigvee S) \preceq u \) proving that \( \alpha(\bigvee S) \), which exists since \( \alpha \) is a total function, is the lub of \( \{\alpha(e) \mid e \in S\} \) denoted \( \bigvee \{\alpha(e) \mid e \in S\} \).

- By duality \( \gamma \) preserves existing meets.
lub-preserving $\alpha$

**Lemma 4** If $\alpha$ preserves existing lubs and $\gamma(y) \triangleq \bigcup\{x \in C \mid \alpha(x) \preceq y\}$ is well-defined then $\langle C, \sqsubseteq \rangle \xrightarrow{\gamma \alpha} \langle A, \preceq \rangle$.

**Proof**

$x \sqsubseteq \gamma(y)$

$\implies x \sqsubseteq \bigcup\{x' \in C \mid \alpha(x') \preceq y\}$ \hspace{1cm} (∧ def. $\gamma$)

$\implies \alpha(x) \preceq \alpha\bigcup\{x' \in C \mid \alpha(x') \preceq y\}$ \hspace{1cm} (∧ $\alpha$ preserves existing lubs so is increasing)

$\implies \alpha(x) \preceq \bigvee\{\alpha(x') \mid x' \in C \land \alpha(x') \preceq y\}$ \hspace{1cm} (∧ $\alpha$ preserves existing lubs)

$\implies \alpha(x) \preceq y$ \hspace{1cm} (∧ since $y$ is an upper bound of $\big\{\alpha(x') \mid \alpha(x') \preceq y\}\big\}$ greater than or equal to the lub $\bigvee\{\alpha(x') \mid \alpha(x') \preceq y\}$

$\implies x \sqsubseteq \bigcup\{x' \in C \mid \alpha(x') \preceq y\}$ \hspace{1cm} (∧ since $x \in \{x' \in C \mid \alpha(x') \preceq y\}$)

$\implies x \sqsubseteq \gamma(y)$ \hspace{1cm} (∧ def. $\gamma$)
Uniqueness of adjoints

**Lemma 5** In a Galois connection one adjoint uniquely determines the other. □

**Proof** Observe that \( \forall P \in C . \alpha(P) = \cap \{ \overline{P} \mid \alpha(P) \preceq \overline{P} \} \) so, by definition of a GC, \( \alpha(P) = \cap \{ \overline{P} \mid P \subseteq \gamma(\overline{P}) \} \) i.e. \( \gamma \) uniquely determines \( \alpha \). Dually \( \alpha \) uniquely determines \( \gamma \) since \( \forall \overline{P} \in \mathcal{A} . \gamma(\overline{P}) = \cup \{ P \mid \alpha(P) \preceq \overline{P} \} \). □

- This lemma is useful in situations where only one adjoint is defined explicitly since then the other is also uniquely determined.
- Note: for given concrete and abstract partial orders
Galois retraction (surjection/insertion)

- If \( \langle C, \sqsubseteq \rangle \xleftarrow{\gamma} \xrightarrow{\alpha} \langle A, \preceq \rangle \) then
  - \( \alpha \) is surjective, if and only if
  - \( \gamma \) is injective, if and only if
  - \( \forall P \in A . \alpha \circ \gamma(P) = P \).

- This is denoted \( \langle C, \sqsubseteq \rangle \xleftarrow{\gamma} \xrightarrow{\alpha} \langle A, \preceq \rangle \) and called a Galois retraction (Galois surjection, insertion, etc.).
Abstraction
Sound abstraction

- Assume $\langle C, \sqsubseteq \rangle \xrightarrow{\gamma} \langle \mathcal{A}, \preceq \rangle$
- We say that $\overline{P} \in \mathcal{A}$ is a sound abstraction of $P \in C$ if and only if $P \in \gamma(\overline{P})$
Examples of sound abstractions

\[ \langle \mathbb{P}^\pm, \sqsubseteq^\pm \rangle = \begin{cases} \leq 0 & \gamma_\pm(\perp_\pm) \triangleq \emptyset \\ \perp_\pm & \gamma_\pm(\perp_\pm) \triangleq \emptyset \\ \geq 0 & \gamma_\pm(\geq 0) \triangleq \{ z \mid z \leq 0 \} \\ \perp_\pm & \gamma_\pm(\perp_\pm) \triangleq \emptyset \\ \geq 0 & \gamma_\pm(\geq 0) \triangleq \{ z \mid z \geq 0 \} \end{cases} \]

<table>
<thead>
<tr>
<th>property</th>
<th>sound abstractions</th>
</tr>
</thead>
<tbody>
<tr>
<td>{1, 42}</td>
<td>( \geq 0 ) and ( \top_\pm )</td>
</tr>
<tr>
<td>{0}</td>
<td>( \leq 0, \geq 0, ) and ( \top_\pm )</td>
</tr>
</tbody>
</table>
Better abstraction

- Assume \( \langle C, \sqsubseteq \rangle \xrightarrow{\gamma} \langle \mathcal{A}, \preceq \rangle \)
- Let \( \overline{P}_1, \overline{P}_2 \in \mathcal{A} \) be sound abstractions of the concrete property \( P \in C \).
- We say that \( \overline{P}_1 \) is better/more precise/stronger/less abstract than \( \overline{P}_2 \) if and only if \( \overline{P}_1 \preceq \overline{P}_2 \).
Best abstraction

- Assume $\langle C, \sqsubseteq \rangle \xrightarrow{\gamma} \langle A, \preceq \rangle$
- Then $\alpha(P)$ is the best/most precise/strongest/least abstract property which is a sound abstraction of the concrete property $P$.

Proof

- $\alpha(P)$ is a sound abstraction of $P$ since $P \sqsubseteq \gamma(\alpha(P))$.
- $\alpha(P)$ is the least sound abstraction of $P$ since $\alpha(P) = \bigcap \{\overline{P} \mid P \sqsubseteq \gamma(\overline{P})\}$. \qed
Examples of best abstractions

\[
\langle \mathbb{P}^\pm, \sqsubseteq^\pm \rangle = \begin{cases} 
\leq 0 \\
\geq 0 \quad T^\pm \\
\perp^\pm 
\end{cases} \quad \begin{align*}
\gamma^\pm(\perp^\pm) & \triangleq \emptyset \\
\gamma^\pm(\leq 0) & \triangleq \{ z \mid z \leq 0 \} \\
\gamma^\pm(\geq 0) & \triangleq \{ z \mid z \geq 0 \} \\
\gamma^\pm(T^\pm) & \triangleq \mathbb{Z}
\end{align*}
\]

<table>
<thead>
<tr>
<th>property</th>
<th>sound abstractions</th>
<th>best abstraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>{1, 42}</td>
<td>\geq 0 and ( T^\pm )</td>
<td>\geq 0</td>
</tr>
<tr>
<td>{0}</td>
<td>\leq 0, \geq 0, and ( T^\pm )</td>
<td>none</td>
</tr>
</tbody>
</table>

- There is no Galois connection between \( \langle \wp(\mathbb{Z}), \sqsubseteq \rangle \) and \( \langle \mathbb{P}^\pm, \sqsubseteq^\pm \rangle \).
Combination of Galois connections
Composition of Galois connections

- The composition of Galois connections \( \langle \mathcal{P}_1, \sqsubseteq \rangle \xleftarrow{\gamma_1} \langle \mathcal{P}_2, \sqsubseteq \rangle \) and \( \langle \mathcal{P}_2, \sqsubseteq \rangle \xrightarrow{\alpha_1} \langle \mathcal{P}_3, \sqsubseteq \rangle \) is the Galois connection \( \langle \mathcal{P}_1, \sqsubseteq \rangle \xleftarrow{\gamma_1^2/\alpha_2} \langle \mathcal{P}_3, \sqsubseteq \rangle \xrightarrow{\alpha_2 \cdot \alpha_1} \langle \mathcal{P}_3, \mathcal{P}_2, \mathcal{P}_1, \mathcal{P}_3 \rangle \).
Galois connections pairs

- Let $\langle C_1, \sqsubseteq_1 \rangle \xleftarrow{\gamma_1 \over \alpha_1} \langle \mathcal{A}_1, \preceq_1 \rangle$ and $\langle C_2, \sqsubseteq_2 \rangle \xleftarrow{\gamma_2 \over \alpha_2} \langle \mathcal{A}, \preceq_2 \rangle$;
- $\langle C_1 \times C_2, \sqsubseteq \rangle \xleftarrow{\gamma \over \alpha} \langle \mathcal{A}_1 \times \mathcal{A}_2, \preceq \rangle$, where
- $\alpha(\langle x, y \rangle) = \langle \alpha_1(x), \alpha_2(y) \rangle$,
- $\gamma(\langle \overline{x}, \overline{y} \rangle) = \langle \gamma_1(\overline{x}), \gamma_2(\overline{y}) \rangle$, and
- $\sqsubseteq$ and $\preceq$ are componentwise.
Higher-order Galois connections

- Let $\langle C_1, \sqsubseteq_1 \rangle \xleftarrow{\gamma_1} \langle \mathcal{A}_1, \preceq_1 \rangle$ and $\langle C_2, \sqsubseteq_2 \rangle \xrightarrow{\gamma_2} \langle \mathcal{A}, \preceq_2 \rangle$;

- $\langle C_1 \xrightarrow{\gamma} C_2, \sqsubseteq_2 \rangle \xleftarrow{\gamma} \langle \mathcal{A}_1 \xrightarrow{\alpha} \mathcal{A}_2, \preceq_2 \rangle$, where

- $\alpha = \lambda f \cdot \alpha_2 \circ f \cdot \gamma_1$, and

- $\gamma = \lambda \overline{f} \cdot \gamma_2 \circ \overline{f} \circ \alpha_1$.

\[\begin{array}{c}
\mathcal{A}_1 \xrightarrow{\overline{f}} \mathcal{A}_2 \\
\gamma_1 (\alpha_1) \quad \gamma_2 (\alpha_2)
\end{array}\]

\[\begin{array}{c}
C_1 \xrightarrow{\gamma} C_2 \\
\gamma_1 \circ f \circ \alpha_1
\end{array}\]
Conclusion on abstraction by Galois connections

- We can represent abstract program properties by posets and establish the correspondence with the concrete properties using a Galois connection.
- The concrete order structure is preserved in the abstract and inversely.
- Otherwise stated concrete and abstract implications coincide up to the Galois connection.
- So proofs in the abstract domain $\langle \mathcal{A}, \preceq \rangle$ using the abstract implication/order $\preceq$ is valid in the concrete $\langle \mathcal{C}, \sqsubseteq \rangle$ for $\sqsubseteq$, up to this GC.
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Part 3

Verification and proofs
Verification and proofs

- We show that verification methods and program logics are (non-computable) abstractions of the program collecting semantics.
Program properties
Program semantic properties

- The entities are semantics of program P i.e. sets of maximal traces \( \mathcal{G} = \wp(\mathbb{T}^{+\infty}) \)
- The properties are sets of semantics of program P i.e. sets of sets of maximal traces
  \[ \wp(\mathcal{G}) = \wp(\wp(\mathbb{T}^{+\infty}))^2 \]
Example of program semantic property

\[ P \triangleq \wp(\{\pi \in T^+ \mid \rho(\pi)x = 0\}) \cup \wp(\{\pi \in T^+ \mid \rho(\pi)x = 1\}) \in \wp(\wp(T^{+\infty})) \]

- \( P \) means “all executions of \( P \) always terminate with \( x = 0 \) or all executions of \( P \) always terminate with \( x = 1 \)”. 

\[ P = \]

\[ \]

---

“Abstract Interpretation, Semantics, Verification, and Analysis”
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Example of program semantic property (Cont’d)

- Assume program $P$ has this property $P$ so $S^{\infty}[P] \in P$.
- Executing program $P$ once, we know the result of all other executions.
- If the execution terminates with $x = 0$ (respectively $x = 1$) the property $P$ implies that all other possible executions will always terminate with $x = 0$ (respectively $x = 1$).
Collecting semantics
Collecting semantics (for maximal traces)

- The strongest semantic property of program P

\[ \mathcal{S}^c[P] \triangleq \{ \mathcal{S}^{+\infty}[P] \}. \] (8.5)

- Program P has property \( P \in \varphi(\varphi(T^{+\infty})) \) is
  - \( \mathcal{S}^{+\infty}[P] \in P \), or equivalently
  - \( \{ \mathcal{S}^{+\infty}[P] \} \subseteq P \) i.e. P is implied by the collecting semantics of program P.

- So we can use implication \( \subseteq (\Rightarrow) \) instead of \( \epsilon \) (with no direct equivalent for predicates in logic).
Trace properties
Trace properties

- By “program property” or “semantic property” most computer scientists refer to “trace properties”
- elements $\mathcal{C} = \mathbb{T}^+\infty$, traces
- trace properties $\wp(\mathcal{C}) = \wp(\mathbb{T}^+\infty)$
- safety and liveness are trace properties
Example of trace properties

- the program trace semantics $S^{+\infty}[P] \in \wp(\mathbb{T}^{+\infty})$ is a trace property.
- $\{\pi \in \mathbb{T}^+ \mid \rho(\pi)x = 0\} \in \wp(\mathbb{T}^{+\infty})$ is the trace property of “terminating with $x=0$”.
- $\bar{P} = \{\pi \in \mathbb{T}^+ \mid \rho(\pi)x \in \{0, 1\}\} \in \wp(\mathbb{T}^{+\infty})$ is the trace property of “terminating with $x=0$ or $x=1$”.

\[ \bar{P} = \]

- Trace properties in $\wp(\mathbb{T}^{+\infty})$ are less expressive than semantic properties in $\wp(\wp(\mathbb{T}^{+\infty}))$
Abstraction of a semantic property into a trace property

- Any semantic property $P$ can be abstracted into a less precise trace property $\alpha^\top(P)$ defined as

$$\alpha^\top \in \wp(\wp(\mathbb{T}^{+\infty})) \rightarrow \wp(\mathbb{T}^{+\infty})$$
$$\gamma^\top \in \wp(\mathbb{T}^{+\infty}) \rightarrow \wp(\wp(\mathbb{T}^{+\infty}))$$
$$\alpha^\top(P) = \bigcup P$$
$$\gamma^\top(P) = \wp(P)$$

- $P$ and $\overline{P}$ both express that program executions always terminate with a boolean value for $x$.
- $P$ is stronger since it expresses that the result is always the same while $\overline{P}$ doesn’t.
Abstraction of a semantic property into a trace property (Cont’d)

- Galois connection \( \langle \varphi(\varphi(\mathbb{T}^{+\infty})), \subseteq \rangle \overset{\gamma^T}{\leftrightarrow} \langle \varphi(\mathbb{T}^{+\infty}), \subseteq \rangle \)

- Proof:

  \[ \alpha^T(P) \subseteq \overline{P} \]

  \[ \Leftrightarrow \bigcup P \subseteq \overline{P} \]  \( \{ \text{def. } \alpha^T \} \)

  \[ \Leftrightarrow \{ x \mid \exists X \in P . \ x \in X \} \subseteq \overline{P} \]  \( \{ \text{def. } \bigcup \} \)

  \[ \Leftrightarrow \forall X \in P . \forall x \in X . \ x \in \overline{P} \]  \( \{ \text{def. } \subseteq \} \)

  \[ \Leftrightarrow \forall X \in P . \ X \subseteq \overline{P} \]  \( \{ \text{def. } \subseteq \} \)

  \[ \Leftrightarrow P \subseteq \{ X \mid X \subseteq \overline{P} \} \]  \( \{ \text{def. } \subseteq \} \)

  \[ \Leftrightarrow P \subseteq \varphi(\overline{P}) \]  \( \{ \text{def. } \varphi \} \)

  \[ \Leftrightarrow P \subseteq \gamma^T(\overline{P}) \]  \( \{ \text{def. } \gamma^T \} \)

- \( \alpha^T \) is surjective (since \( \alpha^T(\{\overline{P}\}) = \overline{P} \)).
Reachability properties
Reachability property

A relation $I(\ell)$ between values of variables attached to each program point $\ell$ that holds whenever the program point $\ell$ is reached during execution

\begin{align*}
\ell_1 & \quad \text{/* } x = 0 \text{ */} \\
& \quad x = x + 1 \\
& \quad \text{while $\ell_2$ (tt) /* } 1 \leq x \leq 2 \text{ */} \\
\ell_3 & \quad \text{/* } 1 \leq x \leq 2 \text{ */} \\
& \quad x = x + 1 \\
& \quad \text{if $\ell_4$ (x > 2) /* } 2 \leq x \leq 3 \text{ */} \\
\ell_5 & \quad \text{/* } x = 3 \text{ */} \\
& \quad \text{break ;} \\
\ell_6 & \quad \text{/* } x = 3 \text{ */} \\
& \quad I(\ell_1) \triangleq \{ \rho \in \mathbb{E} \; | \; \forall y \in \mathbb{V} \; . \; \rho(y) = 0 \} \\
& \quad I(\ell_2) \triangleq I(\ell_1) \triangleq \{ \rho \in \mathbb{E} \; | \; 1 \leq \rho(x) \leq 2 \wedge \forall y \in \mathbb{V} \setminus \{x\} \; . \; \rho(y) = 0 \} \\
\ell_7 & \quad \text{/* } x = 3 \text{ */} \\
& \quad I(\ell_3) \triangleq I(\ell_2) \triangleq I(\ell_1) \triangleq \{ \rho \in \mathbb{E} \; | \; \rho(x) = 3 \wedge \forall y \in \mathbb{V} \setminus \{x\} \; . \; \rho(y) = 0 \}
\end{align*}
Abstraction of a trace property into a reachability property

\[ \alpha^\ell \in \wp(\mathbb{T}^{+\infty}) \rightarrow (\mathcal{L} \rightarrow \wp(\mathbb{E}_v)) \]
\[ \alpha^\ell(\Pi) \triangleq \lambda \ell \cdot \{ \rho(\pi^\ell) \mid \exists \pi'. \pi^\ell \pi' \in \Pi \} \]

(8.12)

collects at each program point \( \ell \) of each trace the possible values of the variables at that point.
Abstraction of a trace property into a reachability property (Cont’d)

- Galois connection $\langle \mathfrak{p}(\mathbb{I}^{\infty}), \subseteq \rangle \xleftrightarrow{\alpha^l} \langle (\mathcal{L} \rightarrow \mathfrak{p}(\mathcal{E})) \rangle$

- Proof:
  
  $\alpha^l(\Pi) \subseteq \mathcal{I}$

  $\iff \lambda^l \cdot \{ \mathfrak{p}(\pi^l) \mid \exists \pi' . \pi^l\pi' \in \Pi \} \subseteq \mathcal{I}$ \hspace{1cm} \{def. $\alpha^l\}$

  $\iff \forall^l . \{ \mathfrak{p}(\pi^l) \mid \exists \pi' . \pi^l\pi' \in \Pi \} \subseteq \mathcal{I}(\ell)$ \hspace{1cm} \{pointwise def. $\subseteq\}$

  $\iff \forall^l . \{ \mathfrak{p}(\pi^l) \mid \exists \pi \in \Pi . \exists \pi' . \pi = \pi^l\pi' \} \subseteq \mathcal{I}(\ell)$ \hspace{1cm} \{def. $\in\}$

  $\iff \forall^l . \forall \pi \in \Pi . \forall \pi' . \pi = \pi^l\pi' \Rightarrow \mathfrak{p}(\pi^l) \in \mathcal{I}(\ell)$ \hspace{1cm} \{def. $\subseteq\}$

  $\iff \forall \pi \in \Pi . \forall \pi' . \forall^l . \pi = \pi^l\pi' \Rightarrow \mathfrak{p}(\pi^l) \in \mathcal{I}(\ell)$ \hspace{1cm} \{def. $\forall\}$

  $\iff \Pi \subseteq \{ \pi \mid \forall \pi' . \forall^l . \pi = \pi^l\pi' \Rightarrow \mathfrak{p}(\pi^l) \in \mathcal{I}(\ell) \}$ \hspace{1cm} \{def. $\subseteq\}$

  $\iff \Pi \subseteq \gamma^l(\mathcal{I})$

  by defining $\gamma^l(\mathcal{I}) \triangleq \{ \pi \mid \forall \pi' . \forall^l . \pi = \pi^l\pi' \Rightarrow \mathfrak{p}(\pi^l) \in \mathcal{I}(\ell) \}$.
Hierarchy of program properties
Hierarchy of program properties/semantics

\[ \mathcal{S}^I[P] = \alpha^I(\mathcal{S}^T[P]) \]

invariance/
reachability
semantics

\[ \mathcal{S}^T[P] = \mathcal{S}^{+\infty}[P] \]

trace semantics

\[ \mathcal{S}^C[P] \triangleq \{ \mathcal{S}^{+\infty}[P] \}, \text{ collecting semantics} \]
Chapter 16

Fixpoint abstraction
Fixpoint abstraction

- $C$ is a concrete domain
- $f \in C \rightarrow C$ is an increasing concrete transformer
- $\langle C, \sqsubseteq \rangle \xleftarrow{\gamma} \langle \mathcal{A}, \preceq \rangle$ is an abstraction into $\mathcal{A}$
- Problem: abstract $\text{lfp}^\subseteq f$
  - first abstract the concrete transformer $f$ into an abstract transformer $\overline{f} \in \mathcal{A} \rightarrow \mathcal{A}$
  - then abstract $\alpha(\text{lfp}^\subseteq f)$ into $\text{lfp}^{\preceq} \overline{f}$.
  - This abstraction may be
    - exact i.e. $\alpha(\text{lfp}^\subseteq f) = \text{lfp}^{\preceq} \overline{f}$
    - or sound but imprecise, in which case we get an overapproximation $\alpha(\text{lfp}^\subseteq f) \preceq \text{lfp}^{\preceq} \overline{f}$.
Example of fixpoint abstraction

exact fixpoint abstraction

imprecise fixpoint abstraction
Transformer abstraction
Transformer abstraction

- To abstract a fixpoint $\alpha(\text{lfp}^C f)$, we first abstract its transformer $f$.

**Theorem (16.1, transformer abstraction)** If $\langle C, \sqsubseteq \rangle \overset{\gamma}{\underset{\alpha}{\leftrightarrow}} \langle \mathcal{A}, \preccurlyeq \rangle$ then $\langle C \longrightarrow C, \sqsubseteq \rangle \overset{\tilde{\gamma}}{\underset{\tilde{\alpha}}{\leftarrow}} \langle \mathcal{A} \longrightarrow \mathcal{A}, \preccurlyeq \rangle$ where $\sqsubseteq$ and $\preccurlyeq$ are pointwise (i.e. $f \sqsubseteq g$ if and only if $\forall x \in C . f(x) \sqsubseteq g(x)$), $\tilde{\alpha}(f) = \alpha \circ f \circ \gamma$, and $\tilde{\gamma}(f) = \gamma \circ \tilde{f} \circ \alpha$. 
Fixpoint over-approximation
Fixpoint over-approximation

- In general abstracting the fixpoint transformer by a larger one yields a fixpoint over-approximation.

\[
f \subseteq \overline{f} \\
\forall x. \overline{f}(x) \subseteq x \Rightarrow f(x) \subseteq x \\
\forall x \subseteq \text{lfp}^E f. f(x) \subseteq \overline{f}(x)
\]
Fixpoint over-approximation (cont’d)

**Theorem (16.3, pointwise fixpoint over-approximation)** Assume that \( \langle C, \sqsubseteq, \perp, \top, \sqcup, \sqcap \rangle \) is a complete lattice, \( f, g \in C \rightarrow C \) are increasing, and \( f \sqsubseteq g \) then \( \text{lfp}^C f \sqsubseteq \text{lfp}^C g \).

- Also valid for cpos.
Sound fixpoint abstraction

- An abstract fixpoint $\mathrm{lfp}^\xi \bar{f}$ is a sound fixpoint abstraction of a concrete fixpoint $\mathrm{lfp}^\iota f$ whenever $\alpha(\mathrm{lfp}^\iota f) \preceq \mathrm{lfp}^\xi \bar{f}$.

**Theorem (16.6, fixpoint over-approximation in a complete lattice)** Assume that $\langle C, \sqsubseteq, \bot, \top, \sqcup, \sqcap \rangle$ and $\langle A, \preceq, 0, 1, \gamma, \land \rangle$ are complete lattices, $\langle C, \sqsubseteq \rangle \xleftarrow{\gamma} \langle A, \preceq \rangle$, and $f \in C \rightarrow C$ is increasing. Then $\mathrm{lfp}^\iota f \sqsubseteq \gamma(\mathrm{lfp}^\xi \alpha \circ f \circ \gamma)$.
Sound fixpoint abstraction (cont’d)

Corollary (16.8, fixpoint approximation by transformer over-approximation)
Assume that \( \langle C, \sqsubseteq, \bot, \top, \sqcup, \sqcap \rangle \) and \( \langle \mathcal{A}, \preceq, 0, 1, \mathcal{Y}, \wedge \rangle \) are complete lattices, \( \langle C, \sqsubseteq \rangle \xrightarrow{\gamma} \langle \mathcal{A}, \preceq \rangle \), \( f \in C \rightarrow C \) and \( \overline{f} \in \mathcal{A} \rightarrow \mathcal{A} \) are increasing, and \( \alpha \circ f \circ \gamma \preceq \overline{f} \).
Then \( \text{lfp} \subseteq f \subseteq \gamma(\text{lfp} \preceq \overline{f}) \).

Also in a cpo
Theorem (16.12, fixpoint over-approximation in a cpo) Assume that \( \langle C, \sqsubseteq, \bot, \sqcup \rangle \) is a cpo and \( \langle A, \preccurlyeq, 0, \land \rangle \) are cpos, \( \langle C, \sqsubseteq \rangle \xrightarrow{\alpha} \langle A, \preccurlyeq \rangle \), and \( f \in C \xrightarrow{\text{uc}} C \) is upper continuous. Then \( \text{lfp}^C f \sqsubseteq \gamma(\text{lfp}^A \alpha \circ f \circ \gamma) \).
Corollary (16.10, fixpoint approximation by semi-commuting transformer)
Under the hypotheses of Corollary 16.8 assume instead that \( \alpha \circ f \preceq \overline{f} \circ \alpha \) (semi-commutation). Then \( \text{lfp}^\subseteq f \sqsubseteq \gamma(\text{lfp}^\subseteq \overline{f}) \).
Exact fixpoint abstraction
Exact versus sound fixpoint abstraction

- A sound fixpoint abstraction $\alpha(\text{lfp}^E f) \preceq \text{lfp}^L \overline{f}$ is
  - *exact* when $\alpha(\text{lfp}^E f) = \text{lfp}^L \overline{f}$.
  - It is *sound but approximate (or imprecise)* when $\alpha(\text{lfp}^E f) < \text{lfp}^L \overline{f}$. 
**Exact fixpoint abstraction**

**Theorem (16.15, exact fixpoint abstraction in a complete lattice)** Assume that $\langle C, \sqsubseteq, \top, \sqcup, \sqcap \rangle$ and $\langle A, \preceq, 0, 1, \forall, \forall \rangle$ are complete lattices, $f \in C \rightarrow C$ is increasing, $\langle C, \sqsubseteq \rangle \xrightarrow{\gamma} \langle A, \preceq \rangle$, $\overline{f} \in A \rightarrow A$ is increasing, and $\alpha \circ f = \overline{f} \circ \alpha$ (commutation property). Then $\alpha(\text{lfp}^C f) = \text{lfp}^A \overline{f}$.
Exact fixpoint abstraction (cont’d)

**Theorem (16.16, exact fixpoint abstraction in a cpo)** Assume that $\langle C, \sqsubseteq, \bot, \sqcup \rangle$ is a cpo, $f \in C \xrightarrow{\mu} C$ is upper continuous, $\langle C, \sqsubseteq \rangle \xrightarrow{\gamma} \langle \mathcal{A}, \preceq \rangle$ is a Galois retraction, and $\mathcal{f} \in \mathcal{A} \rightarrow \mathcal{A}$ satisfies the commutation property $\alpha \circ f = \mathcal{f} \circ \alpha$. Then $\mathcal{f} = \alpha \circ f \circ \gamma$ is increasing and $\alpha(\text{lfp}^\sqsubseteq f) = \text{lfp}^\preceq \mathcal{f} = \bigvee_{n \in \mathbb{N}} \mathcal{f}^n(\alpha(\bot))$. 
Reachability semantics
Reachability abstraction
Assertional abstraction

\[
\text{post}^\rho(S) \mathcal{R}_0 \ell \triangleq \{ \rho(\pi_0^\ell_0 \pi_1^\ell') \mid \rho(\pi_0^\ell_0) \in \mathcal{R}_0 \land \\
\ell_0 \pi_1^\ell' \in S(\pi_0^\ell_0) \land \ell' = \ell \}
\]  

\[
\begin{array}{c}
\pi_0 \xrightarrow{\ell_0} \pi_1 \xrightarrow{\ell} \pi_2 \\
\rho(\pi_0^\ell_0) \in \mathcal{R}_0 \quad \rho(\pi_0^\ell_0 \pi_1^\ell) \in \text{post}^\rho(S) \mathcal{R}_0 \ell
\end{array}
\]

\[
\langle T^+ \rightarrow \varphi(T^+), \hat{\cdot} \rangle \xrightarrow{\gamma^\rho} \text{post}^\rho \langle \varphi[\text{Ev}] \rightarrow L \mapsto \varphi[\text{Ev}], \hat{\cdot} \rangle
\]
Assertional abstraction, Example

\[ \ell_1 \ x = x + 1 \ ; \]
\[ \text{while} \ \ell_2 (\tt) \{ \]
\[ \ell_3 \ x = x + 1 ; \]
\[ \text{if} \ \ell_4 (x > 2) \ell_5 \text{ break ;} \} \ell_6 ; \ell_7 \]

We assume that all variables are initialized to 0. Maximal trace semantics

\[
S \triangleq \{ \ell_1 \xrightarrow{x = 1} \ell_2 \xrightarrow{\tt} \ell_3 \xrightarrow{x = 2} \ell_4 \xrightarrow{\neg(x > 2)} \ell_2 \xrightarrow{\tt} \ell_3 \xrightarrow{x = 3} \ell_4 \xrightarrow{x > 2} \ell_5 \xrightarrow{\text{break}} \ell_6 \xrightarrow{\text{skip}} \ell_7 \}
\]

The reachable states are

<table>
<thead>
<tr>
<th>\ell</th>
<th>post ( \Gamma(S) \ R_0 \ \ell )</th>
</tr>
</thead>
<tbody>
<tr>
<td>\ell_1</td>
<td>( R_0 = { \rho \in \mathbb{E}v \mid \forall y \in \mathbb{V} \cdot \rho(y) = 0 } )</td>
</tr>
<tr>
<td>\ell_2, \ell_3</td>
<td>{ \rho[x \leftarrow i] \mid \rho \in R_0 \land i \in [1, 2] }</td>
</tr>
<tr>
<td>\ell_4</td>
<td>{ \rho[x \leftarrow i] \mid \rho \in R_0 \land i \in [2, 3] }</td>
</tr>
<tr>
<td>\ell_5, \ell_6, \ell_7</td>
<td>{ \rho[x \leftarrow 3] \mid \rho \in R_0 }</td>
</tr>
</tbody>
</table>
Calculational design of the reachability semantics
Calcutational design of the reachability semantics

- by structural induction
- by calculating the exact reachability transformer from the prefix trace transformer
- by applying the exact fixpoint abstraction 16.15 for the iteration
Reachability semantics of the assignment

**Reachability of an assignment statement** $S ::= x = A$

\[
\begin{align*}
\widehat{\mathcal{S}}^\pi[S] R_0 \ell & = \begin{cases} 
\ell = \mathsf{at}[S] & ? R_0 \\
\ell = \mathsf{after}[S] & \text{assign}^\pi[x,A] R_0 \\
\emptyset & \end{cases} \\
\text{assign}^\pi[x,A] R_0 & \triangleq \{ \rho[x \leftarrow \mathcal{A}[A]\rho] \mid \rho \in R_0 \}
\end{align*}
\]
Reachability semantics of the conditional

Reachability of a conditional statement $S ::= \text{if } (B) S_i$

\[
\overline{S} \overset{r}{\overline{\cap}} [S] R_0 \ell = \begin{cases} \ell = \text{at}[S] \land R_0 \\ \ell \in \text{in}[S_i] \land \overline{S} \overset{r}{\overline{\cap}} [S_i] (\text{test} \overset{r}{\overline{\cap}} [B] R_0) \ell \\ \ell = \text{after}[S] \land \overline{S} \overset{r}{\overline{\cap}} [S_i] (\text{test} \overset{r}{\overline{\cap}} [B] R_0) \ell \cup (\overline{\text{test}} \overset{r}{\overline{\cap}} [B] R_0) \ell \end{cases}
\]

\[
\text{test} \overset{r}{\overline{\cap}} [B] R_0 \triangleq \{ \rho \in R_0 \mid B B \rho = \text{tt} \}
\]

\[
\overline{\text{test}} \overset{r}{\overline{\cap}} [B] R_0 \triangleq \{ \rho \in R_0 \mid B B \rho = \text{ff} \}
\]
Reachability semantics of the statement list

Reachability of a statement list $Sl ::= Sl' S$

$$\hat{\mathcal{G}}\hat{\mathcal{R}}[Sl]R_0 \ell = \begin{cases} \ell \in \text{labs}[Sl'] \setminus \{\text{at}[S]\} \Rightarrow \hat{\mathcal{G}}\hat{\mathcal{R}}[Sl]'R_0 \ell \\ \ell \in \text{labs}[S] \Rightarrow \hat{\mathcal{G}}\hat{\mathcal{R}}[S](\hat{\mathcal{G}}\hat{\mathcal{R}}[Sl]'R_0 \text{at}[S]) \ell \\ \emptyset \end{cases}$$ (17.20)
Reachability semantics of the iteration

Reachability of an iteration statement $S ::= \textbf{while } \ell (B) S_b$

$$
\hat{\mathcal{S}} \, \hat{r} [S] \, R_0 \, \ell' = (\text{lfp} \, \hat{\mathcal{F}} \, \hat{r} [\text{while } \ell (B) S_b] \, R_0) \, \ell' \tag{17.14}
$$

$$
\hat{\mathcal{F}} \, \hat{r} [\text{while } \ell (B) S_b] \, R_0 \, X \, \ell' =
\begin{cases}
\ell' = \ell \, ? \, R_0 \cup \hat{\mathcal{S}} \, \hat{r} [S_b] \, (\text{test} \, \hat{r} [B] \, X(\ell)) \, \ell' \\
\ell' \in \text{in} [S_b] \setminus \{\ell\} \, ? \, \hat{\mathcal{S}} \, \hat{r} [S_b] \, (\text{test} \, \hat{r} [B] \, X(\ell)) \, \ell' \\
\ell' = \text{after} [S] \, ? \, \overline{\text{test}} \, \hat{r} [B] (X(\ell)) \cup \bigcup_{\ell'' \in \text{breaks-of} [S_b]} \hat{\mathcal{S}} \, \hat{r} [S_b] \, (\text{test} \, \hat{r} [B] \, X(\ell)) \, \ell'' \\
\varnothing
\end{cases}
$$
Abstract domain and abstract interpreter
Abstract domain
The domain of properties, inclusion (\textit{i.e.} logical implication), and the structural definitions of the semantics have the following common structure.

<table>
<thead>
<tr>
<th>semantics</th>
<th>prefix trace $\widehat{\mathcal{S}}^*$</th>
<th>reachability $\widehat{\mathcal{S}}^{	extit{r}}$</th>
<th>abstract $\widehat{\mathcal{S}}^\square$</th>
</tr>
</thead>
<tbody>
<tr>
<td>domain</td>
<td>$\varphi(\mathbb{T}^+)$</td>
<td>$\varphi(\mathbb{E}_\mathcal{V})$</td>
<td>$\mathbb{P}$</td>
</tr>
<tr>
<td>inclusion</td>
<td>$\subseteq$</td>
<td>$\subseteq$</td>
<td>$\subseteq$</td>
</tr>
<tr>
<td>abstraction</td>
<td>$\mathbb{1}_{\varphi(\mathbb{T}^+)}$</td>
<td>$\bar{\alpha}_\rho$</td>
<td>$\alpha$</td>
</tr>
<tr>
<td>infimum</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>$\perp$</td>
</tr>
<tr>
<td>join</td>
<td>$\bigcup$</td>
<td>$\bigcup$</td>
<td>$\bigcup$</td>
</tr>
<tr>
<td>assignment</td>
<td>$\text{assign}^*[x, A]$</td>
<td>$\text{assign}^\rho[x, A]$</td>
<td>$\text{assign}^\square[x, A]$</td>
</tr>
<tr>
<td>test</td>
<td>$\text{test}^*[B]$</td>
<td>$\text{test}^\rho[B]$</td>
<td>$\text{test}^\square[B]$</td>
</tr>
</tbody>
</table>

\[^3_{\mathbb{S}} \triangleq \lambda x \in \mathbb{S} \cdot x\] is the identity function on the set $\mathbb{S}$.

\(\uparrow\) “Abstract Interpretation, Semantics, Verification, and Analysis”
Definition (19.1, Domain well-definedness) We say that a domain

\[ \mathcal{D}^\Box \triangleq \langle \mathcal{P}^\Box, \sqsubseteq^\Box, \bot^\Box, \varnothing^\Box, \text{assign}^\Box[x, A], \text{test}^\Box[B], \overline{\text{test}}^\Box[B] \rangle \]

is well-defined when \( \langle \mathcal{P}^\Box, \sqsubseteq^\Box \rangle \) is a poset of properties with infimum \( \bot^\Box \), the lub \( \cup^\Box \) is well-defined for pairs of properties, and \( \sqsubseteq^\Box \)-increasing chains (so \( \langle \mathcal{P}^\Box, \sqsubseteq^\Box \rangle \) is a join-lattice and a cpo), the assignment \( \text{assign}^\Box \) is well-defined in \((\mathcal{V} \times E) \to \mathcal{P}^\Box \rightleftarrows \mathcal{P}^\Box\), and the tests \( \text{test}^\Box[B] \) and \( \overline{\text{test}}^\Box[B] \) are well-defined in \( B \to \mathcal{P}^\Box \rightleftarrows \mathcal{P}^\Box \).

The abstract domain \( \mathcal{D}^\Box \) is an algebra while the domain of abstract properties \( \mathcal{P}^\Box \) is a set. So the mathematical structures are different. However, following mathematicians that call \( \mathbb{Z} \) the “ring of integers” where a ring is an algebraic structure and \( \mathbb{Z} \) is a set, we often say, by abuse of language, that \( \mathcal{P}^\Box \) an abstract domain.
Abstract structural semantics/interpreter
The semantics can be implemented as instances of a generic abstract interpreter defined below.

- **Abstract semantics of a statement list** $Sl :::= Sl' \ S$

\[
\hat{\mathcal{S}}^{\mathcal{R}}[Sl] \ R_0 \ell \triangleq (\ell \in \text{labs}[Sl'] \setminus \{at[S]\} \Downarrow \hat{\mathcal{S}}^{\mathcal{R}}[Sl'] \ R_0 \ell
\]
\[
\lor (\ell \in \text{labs}[S] \Downarrow \hat{\mathcal{S}}^{\mathcal{R}}[S](\hat{\mathcal{S}}^{\mathcal{R}}[Sl'] \ R_0 \ at[S]) \ell
\]
\[
\lor \bot^{\mathcal{R}}
\]

(19.5)

- **Abstract semantics of an empty statement list** $Sl :::= \epsilon$

\[
\hat{\mathcal{S}}^{\mathcal{R}}[Sl] \ R_0 \ell \triangleq (\ell = at[Sl] \Downarrow R_0 \bot^{\mathcal{R}})
\]

(19.6)
Abstract semantics of an assignment statement $S ::= x = A$;

\[
\widehat{\mathcal{S}}^\Box [S] R_0 \ell \ = \ (\ell = \text{at}[S] \ ? R_0 \\
\ \\
| \ell = \text{after}[S] \ ? \text{assign}^{\Box}[x, A] R_0 \\
\ \\
\bot^\Box)
\]

where $\text{assign}^{\Box}[x, A] \circ \gamma \subseteq \gamma \circ \text{assign}^{\Box}[x, A]$. 
Abstract semantics of a conditional statement $S ::= \text{if } (B) \ S_t$

\[
\overline{S}^\square [S] \ R_0 \ \ell = (\ell = \text{at}[S] \ ? \ R_0 \\
\left| \ell \in \text{in}[S_t] \ ? \ \overline{S}^\square [S_t] (\text{test}^\square [B] \ R_0) \ \ell \\
\ell = \text{after}[S] \ ? \ \\
\overline{S}^\square [S_t] (\text{test}^\square [B] \ R_0) \ \ell \sqcup \overline{\text{test}^\square [B] \ R_0} \ \\
\bot^\square )
\]

where test$^\square [B] \cdot \gamma \subseteq \gamma \cdot \overline{\text{test}^\square [B]}$ and $\overline{\text{test}^\square [B]} \cdot \gamma \subseteq \gamma \cdot \overline{\text{test}^\square [B]}$. 

---
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Abstract semantics of an iteration statement \( S ::= \text{while} \ell (B) S_b \)

\[
\begin{align*}
\hat{S} \text{ □ } [S] \ R_0 \ e' & = \ \text{fp} \text{ □ } (\mathcal{F} \text{ □ } [\text{while} \ell (B) S_b] \ R_0) \ e' \\
\mathcal{F} \text{ □ } [\text{while} \ell (B) S_b] & \in \ \mathcal{P} \text{ □ } \to ((\mathcal{L} \to \mathcal{P} \text{ □ }) \to (\mathcal{L} \to \mathcal{P} \text{ □ })) \\
\mathcal{F} \text{ □ } [\text{while} \ell (B) S_b] \ R_0 \ X \ e' & = \\
& = \begin{cases} 
\ell' = \ell \ ? \ R_0 \sqcup \hat{S} \text{ □ } [S_b] (\text{test} \text{ □ } [B] X(\ell)) \ e' \\
\ell' \in \text{in}[S_b] \ \{\ell\} \ ? \hat{S} \text{ □ } [S_b] (\text{test} \text{ □ } [B] X(\ell)) \ e' \\
\ell' = \text{after}[S] \ ? \text{test} \text{ □ } [B] X(\ell) \sqcup \hat{S} \text{ □ } [S_b] (\text{test} \text{ □ } [B] X(\ell)) \ e'' \ e'' \in \text{breaks-of}[S_b] \\
\bot \text{ □ } \end{cases}
\end{align*}
\]
Abstract semantics of a break statement $S ::= \ell\ \text{break} ;$

$$\widetilde{\mathcal{S}}^\square [S] \mathcal{R}_0 \ell = (\ell = \text{at}[S] ? \mathcal{R}_0 : \bot^\square)$$

(19.12)
Proof methods
Invariance proof methods

- Invariance proof methods derive from the reachability semantics
  - abstraction to verification conditions → Turing/Floyd/Naur proof method
  - abstraction to Hoare triples → Hoare logic
  - Fixpoints:

\[ \text{Theorem (22.1, Fixpoint induction)} \] Let \( f \in \mathcal{L} \xrightarrow{\mathbb{C}} \mathcal{L} \) be an increasing function on a complete lattice \( \langle \mathcal{L}, \sqsubseteq, \bot, \top, \sqcap, \sqcup \rangle \) and \( P \in \mathcal{L} \).
We have \( \text{lfp}^\mathbb{C} f \sqsubseteq P \iff \exists I \in \mathcal{L}. f(I) \sqsubseteq I \land I \sqsubseteq P. \)
Bibliography on verification and proofs
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The End of Part 3
Symbolic abstraction: dependency analysis
Motivation
Dependency

Found in many reasonings on programs:

- Non-interference (confidentiality, integrity)
- Security, privacy
- Program slicing
- Temporal dependencies in synchronous languages (Esterelle, Lustre, Signal, ... called causality there)
- etc.
Dependency

The existing definitions

- are given a priori (e.g. Cheney, Ahmed, and Acar, 2011; D. E. Denning and P. J. Denning, 1977),
- without semantics justification (except Assaf, Naumann, Signoles, Totel, and Tronel, 2017 (“hyper-collecting semantics”), Urban and Müller, 2018)
- are dependencies on program exit only

Our objective is to study principles, not to get a new powerful dependency analysis
Dependency, informally
Functional dependency

- A function \( f(\ldots, x, \ldots) \) depends on its parameter \( x \) if and only if changing only this parameter changes the result

\[
\exists x_1, x_2 \cdot f(\ldots, x_1, \ldots) \neq f(\ldots, x_2, \ldots)
\]

- Example: \( f(x, y) = x - (y - y) \) depends on \( x \) but not on \( y \)

- Definition:

\[
\mathcal{Fd}_{ni} \triangleq \{ f \mid \exists x_1, \ldots, x_n, x_i'. \ f(x_1, \ldots, x_{i-1}, x_i, x_{i+1}, \ldots, x_n) \neq f(x_1, \ldots, x_{i-1}, x_i', x_{i+1}, \ldots, x_n) \}
\]

\[
\mathcal{Fd} \triangleq \bigcup_{n \in \mathbb{N}_+} \bigcup_{1 \leq i \leq n} \mathcal{Fd}_{ni}
\]

(44.1)
Non-interference

- Given low variables \( L \) (e.g. “public” respectively “untainted”) and high variables \( H \) (“private/conf” respectively “tainted”)
- Non-interference (Cohen, 1977; Goguen and Meseguer, 1982, 1984; Mantel, 2003) is defined as “if executions start with the same values of the low variables then, upon termination, if ever, the low variables are equal (so changing initial high variables cannot change final low variables)
- The non-interference property is therefore

\[
\mathcal{N}i(L, H) = \{ \Pi \in \wp(\mathbb{T}^+ \times \mathbb{T}^\infty) | \forall \langle \pi_0, \pi \rangle, \langle \pi'_0, \pi' \rangle \in \Pi \cap (\mathbb{T}^+ \times \mathbb{T}^+) . \\
(\forall x \in L . \rho(\pi_0)x = \rho(\pi'_0)x) \Rightarrow (\forall x \in L . \rho(\pi_0 \cdot \pi)x = \rho(\pi'_0 \cdot \pi')x)\}
\]

- Interference during the computation and non termination are not taken into account.
General idea of dependency

- $y$ depends on the initial value $x_0$ of $x$ at $\ell$ if and only if changing $x_0$ changes the future observations of $y$ at $\ell$.

- We consider dependency on initial values of variables.

  More generally, changing an abstraction of the past at $\ell$ changes an abstraction of the future after $\ell$. 
Dependency is local

- $\ell_1: y = 0; \ell_2: y = x; \ell_3$
  - the value of $y$ at $\ell_1$ is the initial value $y_0$ of $y$ at $\ell_1$
    Changing the initial value of $x$ does not change the value of $y$ at $\ell_1$ so $y$ does not depend on the initial value of $x$ at $\ell_1$
  - the value of $y$ at $\ell_2$ is 0.
    Changing the initial value of $x$ does not change the value of $y$ at $\ell_2$ so $y$ does not depend on the initial value of $x$ at $\ell_2$
  - the value of $y$ at $\ell_3$ is the initial value $x_0$ of $x$.
    Changing the initial value of $x$ changes the value of $y$ at $\ell_3$ so $y$ depends on the initial value of $x$ at $\ell_3$

$\Rightarrow$ dependency upon the initial value of variables is local (may be different at different program points).
Dependency depends on values of variables

\[
\{ \text{if} \ (x=0) \ y=x; \ \text{else} \ y=0 \}; \ \ell
\]

- The value of \( y \) at \( \ell \) is always 0, no dependency

\[
\{ \text{if} \ (x=0) \ y=x; \ \text{else} \ y=1; \}; \ \ell
\]

- The value of \( y \) at \( \ell \) is
  - if \( x_0 = 0 \) then “0”
  - if \( x_0 \neq 0 \) then “1”
- \( y \) at \( \ell \) depends on \( x_0 \) (unless \( (x_0 = 0 \land y_0 = 0) \lor (x_0 \neq 0 \land y_0 = 1) \))

\[ \Rightarrow \text{dependency of } y \text{ upon the initial value } x_0 \text{ of } x \text{ depends on the initial and current values of } x \text{ and } y \]

\[ \Rightarrow \text{this is ignored in D. E. Denning and P. J. Denning, 1977’s dataflow analysis} \]
Dependency depends on sequences of observations of values of variables

\[ P_\ell \triangleq \text{while } (\theta = \theta) \ x = x + 1; \]

- One can observe \( x_0 \cdot x_0 + 1 \cdot x_0 + 2 \cdot x_0 + 17 \cdot x_0 + 18 \cdot \ldots x_0 + 42 \cdot x_0 + 43 \cdot \ldots \) at \( \ell \)
- changing the initial value \( x_0 \) of \( x \) changes this observation
- \( x \) at \( \ell \) depends upon \( x_0 \)

\[ P_0 \triangleq x = 0; \text{while } (\theta = \theta) \ x = x + 1; \]

- One can observe \( 0 \cdot 1 \cdot 2 \cdot \ldots 17 \cdot 18 \cdot \ldots 42 \cdot 43 \cdot \ldots \) at \( \ell \)
- changing the initial value \( x_0 \) of \( x \) does not change this observation
- \( x \) at \( \ell \) does not depend upon \( x_0 \)

\[ \Rightarrow \text{We must observe the maximal sequence of values successively taken by a variable at a program point} \]
Counterfactual dependency: absence of observation

\[
\text{int } x,y; \text{ if } (x=0) \{ \text{ y=x; } \ell \}\]

- Observation of \( y \) at \( \ell \):
  - if \( x_0 = 0 \) then “0”
  - if \( x_0 \neq 0 \) then “” (empty observations: no execution ever reaches \( \ell \))

\( \Rightarrow \) Dependency if empty observations are taken into account
\( \Rightarrow \) No dependency if empty observations are not taken into account
\( \Rightarrow \) The choice is completely arbitrary!
Counterfactual value dependency: absence of observation

\[
\text{int } x,y,z; \text{ if } (x=0) \{ \text{ y=x; } \ell \}
\]

- Assume that empty observations are taken into account (so y depends on \( x_0 \))
- Observation of z at \( \ell \):
  - if \( x_0 = 0 \) then "\( z_0 \)" (initial value of z)
  - if \( x_0 \neq 0 \) then "" (empty observations: no execution ever reaches \( \ell \))
- Two different observations at \( \ell \! \)?
- Should z depends on \( x_0 \) at \( \ell \)?
  \[ \Rightarrow \text{ The choice is completely arbitrary!} \]
  - No
  - Yes
  - Yes if the value of z at \( \ell \) is different from \( z_0 \) (D. E. Denning and P. J. Denning, 1977)
Timing dependency

\[
\text{while} \ (x > 0) \ x = x - 1;
\]

- Does variable \( y \) (s.t. \( y \neq x \)) at \( \ell \) depends on the initial value \( x_0 \) of \( x \)?
  - The observation of \( y \) at \( \ell \) is \( y_0 \cdot y_0 \cdot \ldots \cdot y_0 \) repeated \( x_0 + 1 \) times.
  - So changing \( x_0 \) changes the observation of \( y \) at \( \ell \)

\[\Rightarrow\] This is a *covert/side channel* (Lampson, 1973; Mulder, Eisenbarth, and Schaumont, 2018), more precisely, a *timing channel* (Russo, Hughes, Naumann, and Sabelfeld, 2006; Sabelfeld and Myers, 2003)

\[\Rightarrow\] The choice of ignoring timing channel is arbitrary

\[\Rightarrow\] Ignored in the classical definition of dependency D. E. Denning and P. J. Denning, 1977

\[\Rightarrow\] One way of ignoring timing channels is to require that observation sequences must differ by at least one data
Counterfactual timing dependency

/* x \{0,1\} */ while (x != 0) \ell \ y = x ;

- If $x_0 = 1$, the infinite sequence of values of $y$ observed at $\ell$ is $y_0 \cdot 1 \cdot 1 \cdots$.
- If $x_0 = 0$, then the observation at $\ell$ is the empty sequence $\emptyset$.
- Does $y$ at $\ell$ depends on the initial value $x_0$ of $x$?
- This depends on hypotheses on observables. Is an infinite sequence of values observable? Is the empty sequence $\emptyset$ of values observable?
- This is debatable and problem-specific
- For example if a program terminates it is easy to check on program termination that a program point is never reached. This may be considered impossible with non-termination.
Dependency, formally
Future observations

- initialisation trace $\pi_0 \in \mathbb{T}^+$
- (non empty) continuation trace $\pi \in \mathbb{T}^{+\infty}$
- $\text{future}[y]^\ell(\pi_0, \pi)$ is the sequence of values of $y$ successively observed at program point $\ell$ in the trace $\pi$ continuing $\pi_0$ \(^4\)

\[
\begin{align*}
\text{future}[y]^\ell(\pi_0, \ell) & \triangleq \rho(\pi_0)y \\
\text{future}[y]^\ell(\pi_0, \ell') & \triangleq \emptyset \\
\text{future}[y]^\ell(\pi_0, \ell \xrightarrow{a} \ell'' \pi) & \triangleq \rho(\pi_0)y \cdot \text{future}[y]^\ell(\pi_0 \leadsto \ell \xrightarrow{a} \ell'', \ell'' \pi) \\
\text{future}[y]^\ell(\pi_0, \ell' \xrightarrow{a} \ell'' \pi) & \triangleq \text{future}[y]^\ell(\pi_0 \leadsto \ell' \xrightarrow{a} \ell'', \ell'' \pi)
\end{align*}
\]

- $\text{future}[y]^\ell(\pi_0, \pi)$ is the empty sequence $\emptyset$ if $\ell$ does not appear in $\pi$

\(^4\)this should be understood as a bi-inductive definition of P. Cousot and R. Cousot, 2009 to properly handle non-termination
Observations

- An observation \( \langle v, \omega \rangle \) of a variable at a program point is a pair of
  - an initial value \( v \) of the variable
  - the future observation \( \omega \) of this variable from that program point on
Differences between future observations \( \langle \nu, \omega \rangle \) and \( \langle \nu', \omega' \rangle \) (l)

1. **Counterfactual timing dependency:**

\[
\text{ctdep}(\langle \nu, \omega \rangle, \langle \nu', \omega' \rangle) \triangleq \omega \neq \omega'
\]

(empty observations are allowed)

2. **Timing dependency:**

\[
\text{tdep}(\langle \nu, \omega \rangle, \langle \nu', \omega' \rangle) \triangleq \omega \neq \omega' \land \omega \neq \emptyset \land \omega' \neq \emptyset
\]

(empty observations are disallowed)
Differences between future observations $\langle \nu, \omega \rangle$ and $\langle \nu', \omega' \rangle$ (II)

(3) Value dependency:

$$v_{dep}(\langle \nu, \omega \rangle, \langle \nu', \omega' \rangle) \triangleq \exists \omega_0, \omega_1, \nu, \nu'. \quad \omega = \omega_0 \cdot \nu \cdot \omega_1 \land \omega' = \omega_0 \cdot \nu' \cdot \omega_1 \land \nu \neq \nu'$$

(different values of the variable must be observed)

**Example 6** if $\ell_0 \ (x == 1) \ {\ell_1 \ y = x \ ; \ \ell_2 } \ \ell_3$

$y$ does not depend on $x$ at $\ell_0, \ell_1$, and $\ell_2$ but $y$ depends on $x$ at $\ell_3$ (unless $y = 1$ at $\ell_0$).

$\square$
Differences between future observations $\langle \mathbf{v}, \omega \rangle$ and $\langle \mathbf{v}', \omega' \rangle$ (III)

(4) counterfactual value dependency:

$$\text{cvdep}(\langle \mathbf{v}, \omega \rangle, \langle \mathbf{v}', \omega' \rangle) \triangleq \text{vdep}(\langle \mathbf{v}, \omega \rangle, \langle \mathbf{v}', \omega' \rangle) \lor (\omega = \emptyset \land \omega' \neq \emptyset) \lor (\omega \neq \emptyset \land \omega' = \emptyset)$$

(an empty observation is allowed)

**Example 7** if $\ell_0 (x == 1) \{ \ell_1 \ y = x \ ; \ell_2 \} \ell_3$

y depends on x at $\ell_2$ (unless $y = 1$ at $\ell_0$).

Any variable depends on the initial value of x at $\ell_1$ and $\ell_2$. 
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Differences between future observations $\langle \nu, \omega \rangle$ and $\langle \nu', \omega' \rangle$ (IV)

(5) Counterfactual multi-values dependency:

$$\text{cmvdp}(\langle \nu, \omega \rangle, \langle \nu', \omega' \rangle) \triangleq \text{vdep}(\langle \nu, \omega \rangle, \langle \nu', \omega' \rangle) \vee$$

$$(\omega = \emptyset \land \exists \omega'_0, \nu', \omega'_1 . \omega' = \omega'_0 \cdot \nu' \cdot \omega'_1 \land \nu' \neq \nu') \vee$$

$$(\omega' = \emptyset \land \exists \omega_0, \nu, \omega_1 . \omega = \omega_0 \cdot \nu \cdot \omega_1 \land \nu \neq \nu)$$

(an empty observation is allowed for variables which value has changed)

**Example 8** if $\ell_0 (x = 1) \{ \ell_1 y = x ; \ell_2 \} \ell_3$

No variable depends on the initial value of $x$ at $\ell_1$ and only $y$ at $\ell_2$ (unless $y$ is initially 1).

This is D. E. Denning and P. J. Denning, 1977.
Formal definition of dependency

- Dependency property:

\[ \mathcal{D}_{dep}^{\ell}(x, y) \triangleq \{ \Pi \in \mathcal{P}(\mathbb{T}^+ \times \mathbb{T}^{+\infty}) | \exists \langle \pi_0, \pi_1 \rangle, \langle \pi'_0, \pi'_1 \rangle \in \Pi . \\
(\forall z \in \mathcal{V} \setminus \{x\} . \rho(\pi_0)z = \rho(\pi'_0)z) \land \\
\text{dep}(\langle \rho(\pi_0)y, \text{future}[y]^{\ell}(\pi_0, \pi_1) \rangle, \langle \rho(\pi'_0)y, \text{future}[y]^{\ell}(\pi'_0, \pi'_1) \rangle) \} \]

- choose \( dep \in \{ \text{vdep}, \text{cmvdp}, \text{cvdep}, \text{tdep}, \text{ctdep} \} \) to get 5 different definitions

- \( y \) depends on the initial value of \( x \) at point \( \ell \) of program \( P \) is:

\[ \mathcal{G}^{+\infty}[P] \in \mathcal{D}_{dep}^{\ell}(x, y) \]

- No necessary distinction between explicits and implicit flows as in D. E. Denning and P. J. Denning, 1977
- The more differences between observed futures, the more dependencies;
- Not clear with postulated definitions (such as the hydraulic model where dependency depends on the rules to mix colors)
Why maximal traces?

- For prefix traces, if a trace is in the semantics, all of its prefixes are also in the semantics, which introduces artificial timing channels.
Prefix traces for dependency on values

- For value dependencies, the maximal trace semantics can be replaced by the prefix trace semantics without problem:

  \[ S^{\infty} \{P\} \in \mathcal{D}_{\text{vdep}}^{\ell}(x, y) \iff S^* \{P\} \in \mathcal{D}_{\text{vdep}}^{\ell}(x, y) \]

- Idem if we include empty observations (the prefixes of \( S^* \{P\}_{\pi_0} \) are never empty, so no possible confusion)
Dependency abstraction
Abstraction of data dependency

- The abstraction of a semantic property $S \in \mathcal{P}(\mathbb{T}^+ \times \mathbb{T}^{+\infty})$ into a data dependency property $\alpha^{\text{vdep}}(S) \in \mathbb{L} \rightarrow \mathcal{P}(\mathbb{V} \times \mathbb{V})$ is:

  \[ \alpha^{\text{vdep}}((S)_{\ell}) \triangleq \{ \langle x, y \rangle \mid S \in \mathcal{D}_{\text{vdep}}^{\ell}(x, y) \} \]

- This is a Galois connection:

  **Lemma 10** $\langle \mathcal{P}(\mathbb{T}^+ \times \mathbb{T}^{+\infty}), \subseteq \rangle \overset{\gamma^{\text{vdep}}}{\leftrightarrow} \langle \mathbb{L} \rightarrow \mathcal{P}(\mathbb{V} \times \mathbb{V}), \supseteq_d \rangle$ where the concretization of a dependency property $D \in \mathbb{L} \rightarrow \mathcal{P}(\mathbb{V} \times \mathbb{V})$ is:

  \[ \gamma^{\text{vdep}}(D) \triangleq \bigcap_{\ell \in \mathbb{L}} \bigcap_{\langle x, y \rangle \in D(\ell)} \mathcal{D}_{\text{vdep}}^{\ell}(x, y) \]

  (the more semantics, the less dependencies)
Value dependency static analysis
Potential value dependency

- $\alpha^{\text{vdep}}(\{D^{+\infty}[S]\}) = \alpha^{\text{vdep}}(\{D^*[S]\})$ is not computable (Rice theorem)
- We design an over-approximation:

\[
\text{Potential value dependency semantics } \hat{\mathcal{S}}^{\text{vdep}}_{\exists} : \]

\[
\alpha^{\text{vdep}}(\{D^{+\infty}[S]\}) \subseteq \hat{\mathcal{S}}^{\text{vdep}}_{\exists}[S]
\]

- The abstraction of D. E. Denning and P. J. Denning, 1977 is purely syntactic (in dataflow analysis style)
- We do slightly better, by taking values into account, in a very simple way
Example

\[ \text{if } \ell_0 (x == 1) \{ \ell_1 y = z, \ell_2 \} ; \ell_3 \]

- we have the potential value dependency:

<table>
<thead>
<tr>
<th>( \mathcal{E}_S^\text{vddep}[s] )</th>
<th>( \ell_0 )</th>
<th>( \ell_1 )</th>
<th>( \ell_2 )</th>
<th>( \ell_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>{x, x}, {y, y}, {z, y}, {x, x}, {x, y}, {y, y}, {z, z}}</td>
<td>\text{{y, y}}</td>
<td>\text{{z, z}}</td>
<td>\text{{z, y, {z, z}}}</td>
<td></td>
</tr>
</tbody>
</table>

- this is an over-approximation since e.g. \( z \) flows to \( y \) at \( \ell_3 \) only when \( x = 1 \) at \( \ell_0 \).
Calculational design

- By calculus (in principle, can be checked with Coq like Jourdan, Laporte, Blazy, Leroy, and Pichardie, 2015)
- By structural induction on the program syntax
- By fixpoint over-approximation for iterations:

**Theorem (over-approximation of fixpoints)** If \( \langle C, \sqsubseteq, \bot, \top, \sqcap, \sqcup \rangle \) and \( \langle \mathcal{A}, \preceq, 0, 1, \gamma, \wedge \rangle \) are complete lattices, \( \langle C, \sqsubseteq \xrightarrow{\gamma} \mathcal{A}, \preceq \rangle \) is a Galois connection, \( f \in C \rightarrow C \) and \( \overline{f} \in \mathcal{A} \rightarrow \mathcal{A} \) are increasing and \( \alpha \circ f \preceq \overline{f} \circ \alpha \) (semi-commutation) then \( \text{lfp}^C f \sqsubseteq \gamma(\text{lfp}^\mathcal{A} \overline{f}) \).

- Finite domain, no widening needed
Potential dependency semantics of assignment $S ::= x = A$ ;

$$\begin{align*}
\widehat{S} \negrightarrow vdep[S] \ell &= \{ \ell = at[S] ? 1 \} \cup \\
| \ell = after[S] ? \{ \langle y, x \rangle | y \in \widehat{S} \negrightarrow vdep[A] \} \cup \\
\{ \langle y, y \rangle | y \neq x \} \\
& : \emptyset \}
\widehat{S} \negrightarrow vdep[A] & \triangleq \{ y | \exists \rho \in \|v\| . \exists v \in \|v\| . \Delta [A] \rho \neq \Delta [A] \rho[y \leftarrow v] \} \\
& \subseteq vars[A]
\end{align*}$$

Example:

- after $x = y - y$ ; , $x$ depends on $y$.
- after $x = y$ ; $x = y - x$ ; , $x$ depends on the initial values of $x$ and $y$
- To be more precise we would have to preserve information on the values of variables (eg. $x = y$)
Proof (don’t read 😃) I

The cases $\ell = \text{at}[S]$ was handled in (44.38) and $\ell \notin \text{labx}[S]$ in (44.39). It remains the case $\ell = \text{after}[S]$.

\[
\alpha^{\text{vdep}}(\{S^{+\infty}[S]\}) \text{ after}[S]
\]
\[
= \alpha^{\text{vdep}}(\{S^* [S]\}) \text{ after}[S]
\]
\[
= \{ \langle x', y \rangle \mid S^* [S] \in D_{\text{vdep}}(\text{after}[S]) \langle x', y \rangle \} \quad \text{\{Lemma 44.25\}}
\]
\[
= \{ \langle x', y \rangle \mid \exists \langle \pi_0, \pi_1 \rangle, \langle \pi'_0, \pi'_1 \rangle \in S^* [S] . \forall z \in V \setminus \{x'\} . \rho(\pi_0)z = \rho(\pi'_0)z \land \text{vdep}(\langle \rho(\pi_0)y, \text{future}[y](\text{after}[S])(\pi_0, \pi_1), \rho(\pi'_0)y, \text{future}[y](\text{after}[S])(\pi'_0, \pi'_1) \rangle) \}
\]
\[
= \{ \langle x', y \rangle \mid \exists \langle \pi_0, \pi_1 \rangle, \langle \pi'_0, \pi'_1 \rangle \in \{ \langle \pi\text{at}[S], \text{at}[S] \rangle \xrightarrow{x=S[A]\rho(\pi\text{at}[S])} \text{after}[S] \} \mid \pi\text{at}[S] \in \mathbb{T}^+ \} . \forall z \in V \setminus \{x'\} . \rho(\pi_0)z = \rho(\pi'_0)z \land \text{vdep}(\langle \rho(\pi_0)y, \text{future}[y](\text{after}[S])(\pi_0, \pi_1), \rho(\pi'_0)y, \text{future}[y](\text{after}[S])(\pi'_0, \pi'_1) \rangle) \}
\]
\[
\text{\{def. (15.1) of the assignment prefix finite trace semantics\}}
\]
Proof (don’t read 😊) II

\[
\begin{align*}
= \{ \langle x', y \rangle \mid & \exists \langle \pi_0 \text{at}[S] \rangle, \text{at}[S] \xrightarrow{x = \mathcal{A}[A] \rho(\pi_0 \text{at}[S])} \text{after}[S] \rangle, \langle \pi'_0 \text{at}[S] \rangle, \text{at}[S] \xrightarrow{x = \mathcal{A}[A] \rho(\pi'_0 \text{at}[S])} \text{after}[S] \rangle \} \\
& \quad . \ \forall z \in \forall \set{x'} . \ \rho(\pi_0 \text{at}[S])z = \rho(\pi'_0 \text{at}[S])z \land \\
vdep(\langle \rho(\pi_0)y, \text{future}[y] \rangle(\text{after}[S])(\pi_0 \text{at}[S]), \text{at}[S] \xrightarrow{x = \mathcal{A}[A] \rho(\pi_0 \text{at}[S])} \text{after}[S]), \langle \rho(\pi'_0)y, \text{future}[y] \rangle(\pi'_0 \text{at}[S]), \text{at}[S] \xrightarrow{x = \mathcal{A}[A] \rho(\pi'_0 \text{at}[S])} \text{after}[S]) \})
\end{align*}
\]

\[
\begin{align*}
= \{ \langle x', y \rangle \mid & \exists \langle \pi_0 \text{at}[S] \rangle, \text{at}[S] \xrightarrow{x = \mathcal{A}[A] \rho(\pi_0 \text{at}[S])} \text{after}[S] \rangle, \langle \pi'_0 \text{at}[S] \rangle, \text{at}[S] \xrightarrow{x = \mathcal{A}[A] \rho(\pi'_0 \text{at}[S])} \text{after}[S] \rangle \} \\
& \quad . \ (\forall z \in \forall \set{x'} . \ \rho(\pi_0 \text{at}[S])z = \rho(\pi'_0 \text{at}[S])z) \land vdep(\langle \rho(\pi_0)y, \text{future}[y] \rangle(\pi_0 \text{at}[S]), \text{at}[S] \xrightarrow{x = \mathcal{A}[A] \rho(\pi_0 \text{at}[S])} \text{after}[S]), \langle \rho(\pi'_0)y, \text{future}[y] \rangle(\pi'_0 \text{at}[S]), \text{at}[S] \xrightarrow{x = \mathcal{A}[A] \rho(\pi'_0 \text{at}[S])} \text{after}[S] \rangle)
\quad \langle \text{def. (44.14) of the future future}[y] \rangle
\end{align*}
\]

\[
\begin{align*}
= \{ \langle x', y \rangle \mid & \exists \langle \pi_0 \text{at}[S] \rangle, \text{at}[S] \xrightarrow{x = \mathcal{A}[A] \rho(\pi_0 \text{at}[S])} \text{after}[S] \rangle, \langle \pi'_0 \text{at}[S] \rangle, \text{at}[S] \xrightarrow{x = \mathcal{A}[A] \rho(\pi'_0 \text{at}[S])} \text{after}[S] \rangle \} \\
& \quad . \ (\forall z \in \forall \set{x'} . \ \rho(\pi_0 \text{at}[S])z = \rho(\pi'_0 \text{at}[S])z) \land \\
& \quad (\langle \rho(\pi_0 \text{at}[S])y \neq \rho(\pi'_0 \text{at}[S])y \rangle \lor (\rho(\pi_0 \text{at}[S])y = \rho(\pi'_0 \text{at}[S])y \land \rho(\pi_0 \text{at}[S]) \xrightarrow{x = \mathcal{A}[A] \rho(\pi_0 \text{at}[S])} \text{after}[S] \rangle) \rangle)
\end{align*}
\]
Proof (don’t read 😄) III

\( (44.18) \) so that \( \text{vdep}(\langle x, a \cdot b \rangle, \langle y, c \cdot d \rangle) \) if and only if (1) \( a \neq c \) or (2) \( a = c \land b \neq d \).

\[
= \{ \langle x', y \rangle \mid \exists \langle \pi_0 \text{at}[S], \text{at}[S] \rangle \xrightarrow[x = \mathcal{A}[A] \rho(\pi_0 \text{at}[S])]{\text{at}[S]} \text{after}[S] \} \cdot (\forall z \in V \setminus \{x'\} \cdot \rho(\pi_0 \text{at}[S])z = \rho(\pi'_0 \text{at}[S])z) \land (y = x') \lor (y = x \land \mathcal{A}[A] \rho(\pi_0 \text{at}[S]) \neq \mathcal{A}[A] \rho(\pi'_0 \text{at}[S])))) \]

\( \text{def. (6.2) of } \rho \)

\[
\subseteq \{ \langle x', y \rangle \mid ((y = x') \lor (y = x \land \exists \rho, \nu . \mathcal{A}[A] \rho \neq \mathcal{A}[A] \rho[x' \leftarrow \nu])) \}
\]

\( \text{letting } \rho = \rho(\pi_0 \text{at}[S]) \) and \( \nu = \rho(\pi'_0 \text{at}[S])(x') \) so that \( \forall z \in V \setminus \{x'\} . \rho(\pi_0 \text{at}[S])z = \rho(\pi'_0 \text{at}[S])z \) implies that \( \rho(\pi'_0 \text{at}[S]) = \rho[x' \leftarrow \nu] \).

\[
= \{ \langle x', x' \rangle \mid x' \neq x \} \cup \{ \langle x', x \rangle \mid \exists \rho, \nu . \mathcal{A}[A] \rho \neq \mathcal{A}[A] \rho[x' \leftarrow \nu] \}
\]

\( \text{case analysis} \)

\[
= \{ \langle x', x' \rangle \mid x' \neq x \} \cup \{ \langle x', x \rangle \mid x' \in \widehat{\mathcal{S}}_{\text{vdep}}^{\mathcal{A}} \}
\]

\( \text{by defining the functional dependency of an expression } A \text{ as } \widehat{\mathcal{S}}_{\text{vdep}}^{\mathcal{A}} \triangleq \{ x' \mid \exists \rho, \nu . \mathcal{A}[A] \rho \neq \mathcal{A}[A] \rho[x' \leftarrow \nu] \} \) in (44.41)\)

\( \square \)
Potential dependency semantics of the conditional $S ::= \text{if } (B) \ S_t$

\[
\begin{align*}
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On entry (a), variables in $V$ only depend upon themselves as specified by the identity relation $1_V$.

The reasoning in (b) is that if a variable $y$ depends at $\ell$ on the initial value of a variable $x$ at $[S_t]$, it depends in the same way on that initial value of the variable $x$ at $[S]$ since the test $B$ has no side effect. However, (b) also takes into account that if $S_t$ can only be reached for a unique value of the variable $x$ and the branch is not taken for all other values of $x$ then the variable $y$ does not depend on $x$ in $S_t$ since empty observations are disallowed by vdep.

(c) determines dependencies after $S$ so compare two possible executions of that statement. In case (c.1) both executions go through the true branch. In case (c.2) both executions go through the false branch, while in case (c.3) the executions take different branches.
- In case (c.1) when the test is true $\mathsf{tt}$ for both executions, the executions of the true branch $S_t$ terminate and control after $S_t$ reaches the program point after $S$ (recall that $\text{after}[S_t] = \text{after}[S]$). The dependencies after $S_t$ propagate after $S$ but only in case of non-determinism, e.g. for variables that are not constant.

- The second case in (c.2) is for those executions for which the test $B$ is false $\mathsf{ff}$. Variables depend on themselves at $[S]$ and control moves to $\text{after}[S]$ so that dependencies are the same there, but only for variables that can reach $\text{after}[S]$ with different values on different executions as indicated by the restriction to \text{nondet}(\lnot B, \lnot B).

- The third case in (c.3) is for pairs of executions, one through the true branch and the other through the false branch. In that case $y$ depends on $x$ only if $x$ does not force execution to always take the same branch, meaning that $x \in \text{nondet}(\lnot B, \lnot B)$. If $y$ is not modified by the execution through $S_t$ then its value after $S$ is always the same as its value at $[S]$ (since $y$ is not modified on the false branch either). In that case changing $y$ at $[S]$ would not change $y$ after $S$ so that, in that situation, $y$ does not depend on $x$. Therefore (c.3) requires that $y \in \text{mod}[S_t]$. 
Note on the potential dependency semantics of the conditional
\[ S ::= \text{if} \ (B) \ S_t \]

- Empty observations are not taken into account
- \( \ell_0 \ \text{if} \ (x=0) \ \{ \ y=x; \ \ell_1 \} \ \ell_2 \)
  - \( y \) does not depend on \( x \) at \( \ell_0 \) neither at \( \ell_1 \)
  - \( y \) depends on \( x \) at \( \ell_2 \)
- As already stated, this is different from D. E. Denning and P. J. Denning, 1977 implicitly allowing for counterfactual multi-values dependency \textit{cmvdp}.
Potential dependency semantics of the statement list $S \cdot ::= S \cdot' S$

$$\widehat{S}_{vdep}[S \cdot] \ell \triangleq \begin{cases} \ell & \in \text{labx}[S \cdot'], \exists \widehat{S}_{vdep}[S \cdot'][\ell] \\
\ell & \in \text{labx}[S] \setminus \{\text{at}[S]\}, \exists \widehat{S}_{vdep}[S \cdot'][\ell] \\
\exists \widehat{S}_{vdep}[S \cdot'][\ell] & \text{at}[S], \exists \widehat{S}_{vdep}[S][\ell]
\end{cases}$$
Potential dependency semantics of the iteration $S ::= \textbf{while } \ell \ (B) \ S_b$

\[
\widehat{\mathcal{S}}_{\exists}^{\text{vdep}}[S] \ell' = (\text{lfp} \ 1 \ F^{\text{vdep}}[\textbf{while } \ell \ (B) \ S_b]) \ell'
\]

\[
\begin{align*}
F^{\text{vdep}}[\textbf{while } \ell \ (B) \ S_b] X \ell' &= \\
&= \begin{cases} \\
\ell' = \ell & \text{?} \\
\emptyset \cup (X(\ell) \circ (\widehat{\mathcal{S}}_{\exists}^{\text{vdep}}[S_b] \ell' \mid \text{nondet}(B, B))) & \text{(a)}
\end{cases}
\end{align*}
\]

\[
\begin{align*}
\ell' &\in \text{in}[S_b] & \text{?} \\
X(\ell) \circ (\widehat{\mathcal{S}}_{\exists}^{\text{vdep}}[S_b] \ell' \mid \text{nondet}(B, B)) & \text{(b)}
\end{align*}
\]

\[
\begin{align*}
\ell' &\in \text{after}[S] & \text{?} \\
X(\ell) \cup (X(\ell) \circ (\forall \times \text{mod}[S_b])) & \cup \\
X(\ell) \circ \left( \bigcup_{\ell'' \in \text{breaks-of}[S_b]} \left( \widehat{\mathcal{S}}_{\exists}^{\text{vdep}}[S_b] \ell'' \right) \right) & \text{nondet}(B, B) & \text{(c)}
\end{align*}
\]

\[
\emptyset \ 
\]
**Example**

\[ S = \text{while } \ell_0 (tt) \{ \ell_1 y = z ; \ell_2 z = x ; \} \ell_3. \]

The system of equations \( X = \mathcal{F}^{d}[s](X) \) is

\[
\begin{align*}
X(\ell_0) &= \{ (v, v) \mid v \in \mathcal{V} \} \cup (X(\ell_2) \uplus \{ (x, x), (x, z), (y, y) \}) \\
X(\ell_1) &= X(\ell_0) \\
X(\ell_2) &= X(\ell_2) \cup (X(\ell_1) \uplus \{ (x, x), (z, y), (z, z) \}) \\
X(\ell_3) &= \emptyset
\end{align*}
\]

The chaotic iterations are

<table>
<thead>
<tr>
<th>( \ell )</th>
<th>( \ell_0, \ell_1 )</th>
<th>( \ell_2 )</th>
<th>( \ell_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X^0(\ell) )</td>
<td>\emptyset</td>
<td>\emptyset</td>
<td>\emptyset</td>
</tr>
<tr>
<td>( X^1(\ell) )</td>
<td>{ (x, x), (y, y), (z, z) }</td>
<td>{ (x, x), (z, y), (z, z) }</td>
<td>\emptyset</td>
</tr>
<tr>
<td>( X^2(\ell) )</td>
<td>{ (x, x), (y, z), (z, y), (z, z) }</td>
<td>{ (x, x), (x, y), (x, z), (z, y), (z, y), (z, z) }</td>
<td>\emptyset</td>
</tr>
<tr>
<td>( X^3(\ell) )</td>
<td>{ (x, x), (x, y), (x, z), (y, y), (z, y), (z, z) }</td>
<td>{ (x, x), (x, y), (x, z), (z, y), (z, y), (z, z) }</td>
<td>\emptyset</td>
</tr>
<tr>
<td>( X^4(\ell) )</td>
<td>( X^3(\ell_0) = X^3(\ell_1) )</td>
<td>( X^3(\ell_2) )</td>
<td>\emptyset</td>
</tr>
</tbody>
</table>

- The initial value \( x_0 \) of \( x \) flows to \( x \) at \( \ell_0 \) on iteration entry, to \( z \) after the first iteration and so to \( y \) after the first iteration.
- The initial value \( y_0 \) of \( y \) flows only to \( y \) at \( \ell_0 \) on iteration entry.
- The initial value \( z_0 \) of \( z \) flows to \( z \) at \( \ell_0 \) on iteration entry and then to \( y \) after the first iteration.
The potential dependency semantics is not purely structural

- Separate analysis of statements:
  
  \[ \ell_0 \ y = x \; ; \quad x \text{ and } y \text{ at } \ell_1 \text{ depend on } x \text{ at } \ell_0. \]
  
  \[ \ell_1 \]
  
  \[ \ell_1 \ y = y - x \; ; \quad x \text{ and } y \text{ at } \ell_2 \text{ depend on } x \text{ at } \ell_1. \]
  
  \[ \ell_2 \]
  
- Dependency analysis of the statement list:
  
  \[ \ell_0 \ y = x \; ; \]
  
  \[ \ell_1 \ y = y - x \; ; \]
  
  \[ \ell_2 \]
  
  y at \ell_2 \text{ depends on } x \text{ at } \ell_1 \text{ which depends on } x \text{ at } \ell_0 \text{ so, by composition, } y \text{ at } \ell_2 \text{ depends on } x \text{ at } \ell_0.
  
- Yet, \( y = 0 \) at \ell_2 \text{ and so } y \text{ at } \ell_2 \text{ do not depend on } x \text{ at } \ell_0.

- A purely syntactic structural definition of dependency like \( \hat{\mathcal{S}}_{\text{dep}}[S] \) is necessarily imprecise (since values of variables are not taken into account)
Improving precision

- To be more precise, values of variables must be taken into account
- Reduced product with a reachability analysis (for example Cortesi, Ferrara, Halder, and Zanioli, 2018; Zanioli and Cortesi, 2011)
Examples of derived dependency semantics and analyzes
Dye instrumented semantics
Postulated definition of dependency (I)

- **dye-tracer tests in hydrology**: determine the possible origins of spring discharges or resurgences by water source coloring and flow tracing

- **dye instrumented semantics**: decorate the initial values of variables with labels such as color annotations and to track their diffusion and mixtures to determine dependencies Cheney, Ahmed, and Acar, 2011.
Postulated definition of dependency (II)

- This postulated definition of dependency can be proved sound by observing that the initial color of variables can be designated by the name of these variables and that the color mix at point $\ell$ for variable $y$ is

$$\{x \mid S^{+\infty}[p] \in D_{\text{dep}}(x, y)\}$$

- Note that in the postulated instrumented semantics, the choice of $\text{dep}$ remains implicit as defined by the arbitrarily selected color mixing rules.

- Like all instrumented semantics Jones and Nielson, 1995, it must be semantically justified with respect to the non-instrumented semantics, in which case the non-instrumented semantics can be used as well to justify dependency, as we do.
Tracking analysis
Assume the initial values of variables (more generally inputs) are partitioned into tracked \( T \) and untracked \( U \) variables,

\[
V = T \cup U \text{ and } T \cap U = \emptyset
\]

The tracking abstraction \( \alpha^T(D) \) of a dependency property \( D \in \mathcal{L} \rightarrow \wp(V \times V) \) attaches to each program point \( \ell \) the set of variables \( y \) which, at that program point \( \ell \), depend upon the initial value of at least one tracked variable \( x \in T \).

\[
\alpha^T(D)_{\ell} \triangleq \{ y \mid \exists x \in T . \langle x, y \rangle \in D(\ell) \}
\]

A tracking analysis is an over-approximation of the abstract tracking semantics

\[
\mathcal{S}^T[S] \supseteq \alpha^T(\alpha^{\text{dep}}(\{\mathcal{S}^{+\infty}[S]\}))
\]

assigning the each program point \( \ell \), a set \( \mathcal{S}^T[S]_{\ell} \in \wp(V) \) of variables potentially depending on tracked variables.
Examples of tracking analyses

- **taint analysis** in privacy/security checks Ferrara, Olivieri, and Spoto, 2018; Li, Bissyandé, Papadakis, Rasthofer, Bartel, Octeau, Klein, and Traon, 2017 (tracked is tainted, untracked is untainted);

- **binding time analysis** in offline partial evaluation Hatcliff, 1998; Jones, Sestoft, and Søndergaard, 1989 (tracked is dynamic, untracked is static)

- **absence of interference** Bowman and Ahmed, 2015; Cohen, 1977; Goguen and Meseguer, 1982, 1984; Volpano, Irvine, and Smith, 1996 (tracked is high (private/untrusted), untracked is low (public/trusted)).
Conclusion
Dependency is an abstract interpretation of the program semantics

- Dependency analysis is an abstract interpretation of the program semantics
- This include non-interference, “taint” analysis, etc.
- Data dependency analysis to detect parallelism in sequential codes Padua and Wolfe, 1986 is also an abstract interpretation Tzolovski, 1997, Tzolovski, 2002, Ch. 5.
- We have considered particular cases of dependency.
Conjecture: all dependencies are abstract interpretations

- The semantics is a set of computations $\langle \pi^\ell, \ell \pi' \rangle$ (where $\ell \notin \pi$).
- We define an abstraction of the past $\pi^\ell$ (the initial state in our case).
- We define an abstraction of the future (the sequence of values of a variable $y$ observées dans $\ell \pi'$ à each point $\ell$ dans $\ell \pi'$).
- We define a difference on pasts (changing the value of only one variable in our case).
- We define a difference on futures ($t\text{dep}$, $c\text{tdep}$, $v\text{dep}$ or $c\text{vdep}$ in our case).
- Dependency is then the future abstraction depends on the past abstraction iff a change of the past changing its abstraction change the abstraction of the future.
- By varying abstractions and the difference we change the notions of dependency (and we should be able to recover the whole literature in that way).
- Good examples are Giacobazzi and Mastroeni, 2018 for non-interference and Barthe, Grégoire, and Laporte, 2017 for the protection against side channels attacks.
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Appendix
3 Syntax, semantics, properties, and static analysis of expressions

We introduce basic concepts of abstract interpretation using arithmetic and boolean expressions.
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3.1 The rule of signs

The Indian mathematician and astronomer Brahmagupta (born c. 598, died after 665) was the first to give rules to compute with zero and invented the rule of signs [14, page 151]. Verses 18.30–35 of his Brāhma-sphuṭa-siddhānta state

[The sum] of two positives is positive, of two negatives negative; of a positive and a negative [the sum] is their difference; if they are equal it is zero. The sum of a negative and zero is negative, [that] of a positive and zero positive, [and that] of two zeros zero.
... A negative minus zero is negative, a positive [minus zero] positive; zero [minus zero] is zero. When a positive is to be subtracted from a negative or a negative from a positive, then it is to be added. The product of a negative and a positive is negative, of two negatives positive, and of positives positive; the product of zero and a negative, of zero and a positive, or of two zeros is zero.

A positive divided by a positive or a negative divided by a negative is positive; a zero divided by a zero is zero; a positive divided by a negative is negative; a negative divided by a positive is [also] negative.

A negative or a positive divided by zero has that [zero] as its divisor, or zero divided by a negative or a positive [has that negative or positive as its divisor]. The square of a negative or of a positive is positive; [the square] of zero is zero.

Exercise 3.1. What is the modern understanding of $\frac{0}{0}$?

Exercise 3.2 (Erroneous sign analysis). Following the pseudo-evaluation idea of Peter Naur in compilation [12, 13], Michel Sintzoff [16] postulates the sign analysis in the following way:

"$a \times a + b \times b$ yields always the object "pos" when $a$ and $b$ are the objects "pos" or "neg", and when the valuation is defined as follows:

<table>
<thead>
<tr>
<th></th>
<th>pos</th>
<th>pos+pos</th>
<th>pos+neg</th>
<th>neg+neg</th>
<th>neg+pos</th>
<th>neg×pos</th>
<th>neg×neg</th>
</tr>
</thead>
<tbody>
<tr>
<td>pos</td>
<td>pos</td>
<td>pos</td>
<td>pos</td>
<td>neg</td>
<td>neg</td>
<td>neg</td>
<td>pos</td>
</tr>
<tr>
<td>pos+pos</td>
<td>pos</td>
<td>pos</td>
<td>pos</td>
<td>neg</td>
<td>neg</td>
<td>neg</td>
<td>pos</td>
</tr>
<tr>
<td>pos+neg</td>
<td>pos, neg</td>
<td>pos, neg</td>
<td>pos</td>
<td>neg</td>
<td>neg</td>
<td>neg</td>
<td>pos</td>
</tr>
<tr>
<td>neg+neg</td>
<td>neg</td>
<td>neg</td>
<td>neg</td>
<td>pos</td>
<td>pos</td>
<td>pos</td>
<td>neg</td>
</tr>
<tr>
<td>neg+pos</td>
<td>pos</td>
<td>pos</td>
<td>pos</td>
<td>neg</td>
<td>neg</td>
<td>neg</td>
<td>pos</td>
</tr>
<tr>
<td>neg×pos</td>
<td>neg</td>
<td>neg</td>
<td>neg</td>
<td>pos</td>
<td>pos</td>
<td>pos</td>
<td>neg</td>
</tr>
<tr>
<td>neg×neg</td>
<td>pos</td>
<td>pos</td>
<td>pos</td>
<td>neg</td>
<td>neg</td>
<td>neg</td>
<td>pos</td>
</tr>
</tbody>
</table>

The valuation of $a \times a + b \times b$ yields "pos" by the following computation:

- $V(a) = \text{pos, neg}$
- $V(b) = \text{pos, neg}$
- $V(a \times a) = \text{pos, pos, neg \times neg}$
- $V(b \times b) = \text{pos \times pos, neg \times neg}$
- $V(a \times a + b \times b) = V(a \times a) + V(b \times b) = \text{pos, pos} = \text{pos}$

What is wrong about it?

3.2 Sign analysis of iterative programs

The rule of signs generalizes to programs. For example the sign of $x$ in

```plaintext
x = 0; while (...) { x = x+1 }
```

(where the iteration condition (...) is ignored) can be determined as follows:

- After zero iteration, when entering the loop, if ever, $x = 0$;
- After one iteration, the sign of $x$ is zero, $1$ is positive, so the sum $x+1$ of zero and positive is positive;
3.3 Sign abstraction, informally

- For the basis, we have shown that after zero or one iteration, the sign of \( x \) is zero (at iteration 0) or positive (at iteration 1) that is positive after at most 1 iteration;
- For the induction step, if after at most \( n \geq 0 \) iterations, the sign of \( x \) is positive, then 1 is positive, so the sum \( x + 1 \) of positive and positive is positive after the next iteration;
- After at most \( n + 1 \) iterations, \( x \) is positive (at the previous \( n \geq 0 \) iterations) or positive (at the \( n + 1 \)-th iteration) then \( x \) is positive after at most \( n + 1 \) iterations;
- By recurrence on the number of iterations in the loop, \( x \) is positive in the loop.

3.3 Sign abstraction, informally

The abstraction is that you do not (always) need to know the absolute value of the arguments to know the sign of the result of an operation. This is sometimes precise (for example for the multiplication) but can be imprecise (for example the sign of the sum of a positive and a negative is unknown when ignoring the absolute value of the arguments). This is nevertheless useful in practice if you know what to do when you don’t know the sign. For example, a compiler will not suppress the lower bound check when accessing an array with an index not known to be positive. Moreover, it is always possible to refine the abstraction to get more precise results. For example Brahmagupta states [14, page 151]

“If a smaller [positive] is to be subtracted from a larger positive, [the result] is positive; [if] a smaller negative from a larger negative, [the result] is negative; [if] a larger [negative or positive is to be subtracted] from a smaller [positive or negative, the algebraic sign of] their difference is reversed—negative [becomes] positive and positive negative. …

Knowing an interval of the possible values is more precise than just knowing the sign. Interval analysis is considered is Chapter 31 (Static Interval Analysis).

The objective of this Chapter 3 is to formalize abstract interpretations of arithmetic expressions (like the rule of signs) and to show how the abstraction can be formally calculated out of the semantics of arithmetic expressions.

3.4 Syntax of expressions

Let us consider the language of expressions.

\[
\begin{align*}
  x, y, \ldots & \in \mathcal{V} & \text{variables (\( \mathcal{V} \) not empty)} \\
  A & \in \mathcal{A} ::= 1 \mid x \mid A_1 - A_2 & \text{arithmetic expressions} \\
  B & \in \mathcal{B} ::= A_1 < A_2 \mid B_1 \text{ and } B_2 & \text{boolean expressions} \\
  E & \in \mathcal{E} ::= A \mid B & \text{expressions}
\end{align*}
\]

This context-free grammar specifies sets of program syntactic entities, the set \( \mathcal{V} \) of variables, \( \mathcal{A} \) of arithmetic expressions, \( \mathcal{B} \) of boolean expressions, and \( \mathcal{E} \) of either arithmetic or boolean expressions. The mathematical variables \( x, y, A, B, \) and \( E \) denote arbitrary elements of these sets.
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There syntax is defined by grammar rules such as $A ::= 1 \mid x \mid A_1 - A_2$ specifying that an arithmetic expression $A$ is either the constant 1, a variable $x \in \mathcal{V}$, or the difference $A_1 - A_2$ of two arithmetic expressions $A_1$ and $A_2$. The set $\mathcal{V}$ of variables is left unspecified (usually it is an identifier starting with a letter followed by 0 or more letters or digits or special symbols like "_").

This grammar is ambiguous since $1 - 1 - 1$ can either be understood as $(1 - 1) - 1$ or $1 - (1 - 1)$. We choose the first alternative so the binary operator is left-associative. In boolean expressions, $\text{\texttt{nand}}$ is left-associative and the arithmetic operators have priority over boolean operators (so $1 - 1 < 1 - 1 - 1$ is $((1 - 1) - 1) < ((1 - 1) - 1)$ i.e. false $\mathcal{F}$). The description of syntax by grammar dates back to Noam Chomsky [4].

3.5 Structural definitions

Structural definitions are generalizations of recursive definitions on naturals. Assume that we want to define a function $f : E \rightarrow S$ where $S$ is a set. A structural definition is a recursive definition of the form

- $f(1)$ and $f(x)$ are defined to be constants (so $f(1) \equiv c_1$ and $f(x) \equiv c_x$ where $c_1, c_x \in S$);
- $f(A_1 - A_2)$ and $f(A_1 < A_2)$ are functions of $f(A_1)$ and $f(A_2)$ (so $f(A_1 - A_2) \equiv F_1(f(A_1), f(A_2))$, $f(A_1 < A_2) \equiv F_2(f(A_1), f(A_2))$);
- $f(B_1 \text{\texttt{nand}} B_2) \equiv F_{\texttt{nand}}(f(B_1), f(B_2))$ where $F_1$, $F_2$, $F_{\texttt{nand}} \in S \times S \rightarrow S$.

Exercise 3.3. Define $\text{\texttt{vars}} : E \rightarrow \mathcal{P}(\mathcal{V})$ such that $\text{\texttt{vars}}[E]$ is the (possibly empty) set of variables occurring in expression $E$.

Structural definitions are the basis of denotational semantics introduced by Dana Scott and Christopher Strachey [15] (and called compositional in this context).

3.6 Environments

In order to formally define the value of any expression e.g. $1 - 1 - 1 = -1$, we need to know the value of variables occurring in expressions e.g. $x - 1$ is 2 when $x = 3$, $x - 1$ is 42 when $x = 43$, etc. We cannot enumerate the infinitely many cases ..., $x = -1$, $x = 0$, $x = 1$, .... So we use an environment $\rho \in \mathcal{E}_\mathcal{V}$ where $\mathcal{E}_\mathcal{V} \equiv \mathcal{V} \rightarrow \mathbb{Z}$ that is a function $\rho$ mapping a variable $x$ to its value $\rho(x)$ in the set $\mathbb{Z}$ of all mathematical integers. By reasoning on the function $\rho$ we can handle infinitely many cases at once. For example, in environment $\rho$, the value of $x - 1$ is $\rho(x) - 1$ where $\rho(x)$ is the value of variable $x$, 1 is the mathematical integer one and $-$ is the mathematical difference.

$\equiv$ is "is defined as".
3.7 Structural semantics of expressions

Given an environment \( \rho \in \mathcal{E} \) mapping variables \( x \in V \) to their value \( \rho(x) \in \mathbb{Z} \), the value \( \mathcal{A}[A] \rho \in \mathbb{Z} \) of an arithmetic expression \( A \in \mathcal{A} \) and \( \mathcal{B}[B] \rho \in \mathbb{B} \) of a boolean expression \( B \in \mathcal{B} \) is structurally defined as follows.

\[
\begin{align*}
\mathcal{A}[1] \rho & \triangleq 1 \\
\mathcal{A}[x] \rho & \triangleq \rho(x) \\
\mathcal{A}[A_1 - A_2] \rho & \triangleq \mathcal{A}[A_1] \rho - \mathcal{A}[A_2] \rho \\
\mathcal{A}[A_1 < A_2] \rho & \triangleq \mathcal{A}[A_1] \rho \prec \mathcal{A}[A_2] \rho \\
\mathcal{B}[B_1 \text{ nand } B_2] \rho & \triangleq \mathcal{B}[B_1] \rho \uparrow \mathcal{B}[B_2] \rho \\
\mathcal{S}[E] \rho & \triangleq \mathcal{A}[E] \rho \quad \text{ when } E \in \mathcal{A} \\
\mathcal{S}[E] \rho & \triangleq \mathcal{B}[E] \rho \quad \text{ when } E \in \mathcal{B}
\end{align*}
\] (3.4)

1, \( x, \prec, \text{ nand, } \mathcal{A}, \) and \( \mathcal{B} \) are syntactic objects e.g. strings of characters. 1, \( \rho, \prec, \) and \( \uparrow \) are mathematical objects. The recursive definition is structural i.e. by induction on the syntax of expressions \( E \) (either arithmetic \( \mathcal{A} \) or boolean \( \mathcal{B} \)). The semantics of complex expressions \( \mathcal{A}[A] \) or \( \mathcal{B}[B] \) is defined in function of the semantics of simpler expressions until reaching basic cases \( \mathcal{A}[1] \rho \triangleq 1 \) and \( \mathcal{A}[x] \rho \triangleq \rho(x) \) for which the value is constant. The "not and" or "nand" boolean operator \( \uparrow \) is defined by the following truth table

\[
\begin{array}{c|ccc|}
\mathcal{A} & \mathcal{B} & \mathcal{A} \uparrow \mathcal{B} \\
\hline
\text{t} & \text{t} & \text{f} \\
\text{t} & \text{f} & \text{f} \\
\text{f} & \text{t} & \text{t} \\
\text{f} & \text{f} & \text{f} \\
\end{array}
\]

The functions \( \mathcal{A} \) and \( \mathcal{B} \) will be shown to be a total functions i.e. well-defined for all their arguments in Exercise 3.8. This shows that the recursion always terminates.

Exercise 3.5. Define the logical operators (negation \( \sim \), implication \( \Rightarrow \), conjunction \( \land \), disjunction \( \lor \)) in terms of \( \uparrow \).

Exercise 3.6. Write a program in the language of your choice that inputs (an encoding of) an expression (with no variables) and returns the value of this expression.

Exercise 3.7. Prove that any integer \( z \in \mathbb{Z} \) has a finite denotation in the syntax \( \mathcal{A} \) of arithmetic expressions.

3.8 Proofs by structural induction

Proofs by structural induction [2] generalize proofs by recurrence. They are well suited for proving properties of structural definitions. Rod Burstall [2] introduced them as follows "If for some set of structures a structure has a certain property whenever all its proper constituents have that property
then all the structures in the set have the property”. So, to prove that a property $P$ holds for all expressions $E \in \mathcal{E}$, we prove that the property holds for the basic cases 1 and $x$. Then assuming that the property holds for $A_1$ and $A_2$, we prove that it holds for $A_1 - A_2$ and $A_1 < A_2$. Moreover, assuming the property holds for boolean expressions $B_1$ and $B_2$, we prove that it also holds for $B_1$ and $B_2$. We conclude that $\mathcal{E} \subseteq P$.

**Exercise 3.8.** Prove, by structural induction on the syntax of expressions, that $\mathcal{B}$ is a total function i.e. $\forall B \in \mathcal{B} . \mathcal{B}[B] \in (\mathcal{V} \rightarrow \mathcal{Z}) \rightarrow \mathcal{B}$. (The property to be proved is therefore $P = \{ B \in \mathcal{B} | \mathcal{B}[B] \in (\mathcal{V} \rightarrow \mathcal{Z}) \rightarrow \mathcal{B} \}$.) (A similar property has to be stated and proved for arithmetic expressions.)

**Exercise 3.9.** Prove, by structural induction on the syntax of expressions, that if $x \notin \text{vars}[B]$ and $\forall y \in \mathcal{V} \setminus \{ x \} . \rho'(y) = \rho(y)$ then $\mathcal{B}[B] \rho = \mathcal{B}[B] \rho'$. (A similar property has to be stated and proved for arithmetic expressions.)

### 3.9 Semantic properties of expressions

By expression property we might mean a property of the syntax of the expression (such as $A$ has 42 signs – more precisely $A$ belongs to the set of expressions with 42 signs $\sim$). This is software metrics and metrology [17], of little interest to us.

Instead an expression property will be understood as a semantic property that is a property of the semantics of expressions.

The semantics $\mathcal{A}[A]$ of an expression $A$ maps environments $\rho \in \mathcal{V} \rightarrow \mathcal{Z}$ to a values in $\mathcal{Z}$, $\mathcal{A}[A] \in (\mathcal{V} \rightarrow \mathcal{Z}) \rightarrow \mathcal{Z}$. Following Section 2.3, a semantic property of an expression is a set of possible semantics hence belongs to $\wp((\mathcal{V} \rightarrow \mathcal{Z}) \rightarrow \mathcal{Z})$. If $P \in \wp((\mathcal{V} \rightarrow \mathcal{Z}) \rightarrow \mathcal{Z})$ is a semantic property, then $\mathcal{A}[A] \in P$ means that “$A$ has property $P$”.

**Example 3.10** $P = \{ b | \forall p \in \mathcal{V} \rightarrow \mathcal{Z} . b(\rho) = \text{tt} \} \cup \{ b | \forall p \in \mathcal{V} \rightarrow \mathcal{Z} . b(\rho) = \text{ff} \}$ is the semantic property of a boolean expression “to always evaluate to $\text{tt}$” or “to always evaluate to $\text{ff}$”. For example $x \ast x + 1 > 0$ and $x \ast x < 0$ have this property but not $x \ast x > 0$ since sometimes true (when $|\rho(x)| > 0$) and sometimes false (when $|\rho(x)| = 0$). So $\mathcal{B}[x \ast x + 1 > 0] \in P$ while $\mathcal{B}[x \ast x > 0] \notin P$.

Notice that semantic properties $P$ of expressions are just a particular case of property of expressions $i.e.$ the property $\{ E \in \mathcal{E} | \mathcal{B}[E] \in P \}$.

### 3.10 Collecting semantics of expressions

The collecting semantics of expressions is the strongest property of an expression.

$$\mathcal{S}^c[A] \triangleq \{ \mathcal{A}[A] \} \in \wp((\mathcal{V} \rightarrow \mathcal{Z}) \rightarrow \mathcal{Z}) \quad (3.11)$$

Arithmetic expression $A$ is said to have semantic property $P \in \wp((\mathcal{V} \rightarrow \mathcal{Z}) \rightarrow \mathcal{Z})$ if and only if $\mathcal{A}[A] \in P$ or equivalently $\mathcal{S}^c[A] \subseteq P$ so that $\mathcal{S}^c[A]$ is the strongest property of $A$. The idea
of collecting semantics was introduced in [6] (under the qualifier “static semantics”) as a basis for proving the soundness of static analyzers. The concept of collecting semantics is further developed in Chapter 8.

The fact that \((\mathcal{A} [[\mathbf{A}] \in P) \Rightarrow (\mathcal{S}^c[[\mathbf{A}] \subseteq P)\) may suggest that the concept of collecting semantics is of poor interest. However, \(x \in S \Rightarrow \{x\} \subseteq S\) is the basic idea for abstracting set theory into order/lattice theory [1]. It will later allow us to use order theory (which has the equivalent of \(\subseteq\) but not of \(\epsilon\)), see Chapter 10 (Posets, lattices, and complete lattices).

Similarly, the collecting semantics of boolean expressions is

\[
\mathcal{S}^c[[\mathbf{B}] \equiv \{\mathcal{R}[[\mathbf{B}] \in \wp((\forall \rightarrow \mathcal{Z}) \rightarrow \mathcal{B})
\]

Again the collecting semantics \(\mathcal{S}^c[[\mathbf{E}]\) of expressions \(\mathbf{E}\) is just a particular case of property of expressions \(i.e.\) the property \(\{E' \in \mathbf{E} | \mathcal{S}^c[[E'] \in \mathcal{S}^c[[\mathbf{E}]\) \(i.e.\) all expressions \(E'\) that have the same semantics as \(E\).

### 3.11 Proving semantic properties of expressions by structural induction

Semantic properties can be proved by structural induction on expressions. For basic cases the proof is \(\mathcal{S}^c[[1] \subseteq P\) and \(\mathcal{S}^c[[x] \subseteq P\). Assuming \(\mathcal{S}^c[[\mathbf{A}_1] \subseteq P\) and \(\mathcal{S}^c[[\mathbf{A}_2] \subseteq P\), we prove \(\mathcal{S}^c[[\mathbf{A}_1 - \mathbf{A}_2] \subseteq P\) and \(\mathcal{S}^c[[\mathbf{A}_1 < \mathbf{A}_2] \subseteq P\). Assuming \(\mathcal{S}^c[[\mathbf{B}_1] \subseteq P\) and \(\mathcal{S}^c[[\mathbf{B}_2] \subseteq P\), we prove that for \(\mathcal{S}^c[[\mathbf{B}_1 \text{ \text{\text{nand}} B}_2] \subseteq P\).

By structural induction, we conclude that \(\mathbf{E} \subseteq \{E \in \mathbf{E} | \mathcal{S}^c[[E] \subseteq P\) \(i.e.\) \(\forall E \in \mathbf{E} \cdot \mathcal{S}^c[[E] \subseteq P\).

**Exercise 3.12.** Prove by structural induction on expressions that

\[
\begin{align*}
\mathcal{S}^c[[1] &= \{\rho \in (\forall \rightarrow \mathcal{Z}) \mapsto 1\} \\
\mathcal{S}^c[[x] &= \{\rho \in (\forall \rightarrow \mathcal{Z}) \mapsto \rho(x)\} \\
\mathcal{S}^c[[\mathbf{A}_1 - \mathbf{A}_2] &= \{\rho \in (\forall \rightarrow \mathcal{Z}) \mapsto f_1(\rho) - f_2(\rho) \mid f_1 \in \mathcal{S}^c[[\mathbf{A}_1] \wedge f_2 \in \mathcal{S}^c[[\mathbf{A}_2]\} \\
\mathcal{S}^c[[\mathbf{A}_1 < \mathbf{A}_2] &= \{\rho \in (\forall \rightarrow \mathcal{Z}) \mapsto f_1(\rho) < f_2(\rho) \mid f_1 \in \mathcal{S}^c[[\mathbf{A}_1] \wedge f_2 \in \mathcal{S}^c[[\mathbf{A}_2]\} \\
\mathcal{S}^c[[\mathbf{B}_1 \text{ \text{\text{nand}} B}_2] &= \{\rho \in (\forall \rightarrow \mathcal{Z}) \mapsto f_1(\rho) \uparrow f_2(\rho) \mid f_1 \in \mathcal{S}^c[[\mathbf{B}_1] \wedge f_2 \in \mathcal{S}^c[[\mathbf{B}_2]\}
\end{align*}
\]

**Exercise 3.13.** Continuing Exercise 3.12, prove that \(\mathcal{S}^c[[x - x] = \{\rho \in (\forall \rightarrow \mathcal{Z}) \mapsto 0\}.\)

Program proof methods are further studied in Chapters 22 () and 23 (Abstract verification semantics).

### 3.12 Abstract sign properties

We let \(\mathbb{P}^\pm = \{\bot, 0, \leq 0, > 0, \neq 0, > 0, \geq 0, \geq 0, \bot, \top\}\) be the set of signs where \(0\) is “strictly negative”, \(> 0\) is “positive or zero”, etc., \(= 0\) is “equal to zero”, \(\neq 0\) is “different from zero” (i.e. “strictly negative or strictly positive”). \(\top\) (top) is “unknown sign” (i.e. \(\bot\) that is “negative, zero, or positive”), \(\bot\) (bottom) is “no sign” (i.e. \(\mathbb{F}\) that is “neither negative, zero, nor positive”) be the abstract properties of the sign abstract domain \(\mathbb{D}^s\).
Exercise 3.14. Continuing Section 3.2, provide an example of a program where the sign of a variable $x$ is $\bot$.

The sign minus operation $\tau_\neg \in \mathbb{P}^\pm \times \mathbb{P}^\pm \rightarrow \mathbb{P}^\pm$ defines the sign $s_1 \neg s_2$ of $x - y$ when $x$ has sign $s_1$ and $y$ has sign $s_2$.

$$
\begin{array}{c|cccccccc}
  & s_1 & \bot & <0 & =0 & >0 & \leq 0 & \neq 0 & \geq 0 \\
  s_2 & \bot & \bot & \bot & \bot & \bot & \bot & \bot & \bot \\
  \bot & \bot & \bot & \bot & \bot & \bot & \bot & \bot & \bot \\
  <0 & \bot & \bot & \bot & \bot & \bot & \bot & \bot & \bot \\
  =0 & \bot & \bot & \bot & \bot & \bot & \bot & \bot & \bot \\
  >0 & \bot & \bot & \bot & \bot & \bot & \bot & \bot & \bot \\
 \leq 0 & \bot & \bot & \bot & \bot & \bot & \bot & \bot & \bot \\
 \neq 0 & \bot & \bot & \bot & \bot & \bot & \bot & \bot & \bot \\
 \geq 0 & \bot & \bot & \bot & \bot & \bot & \bot & \bot & \bot \\
\end{array}
$$

Exercise 3.15. Show that sign operator $\neg_\tau$ is imprecise for difference ($-$).

Exercise 3.16. What is wrong with the `int abs(int x) { return (x<0) ? -x : x; }` method in Java?  

Exercise 3.17. Prove that the sign minus operation $\neg_\tau$ is incorrect with machine integers.  

Exercise 3.18. Design a sign operator for multiplication of mathematical integers ($\times$). Prove that it is exact i.e. the sign of the result is exactly known from the sign of the parameters.

### 3.13 Structural sign semantics of expressions

The sign of an expression depends upon the sign of its free variables. We represent the sign of variables by a sign environment $\hat{\rho} \in \mathbb{V} \rightarrow \mathbb{P}^\pm$ such that $\hat{\rho}(x)$ is the sign of variable $x$.

The sign semantics $\mathcal{S}^\tau[A]\hat{\rho}$ of an arithmetic expression $A$ is the sign of the expression value when evaluated with variables which sign is given by the sign environment $\hat{\rho}$. For example, if $\hat{\rho}(x) = >0$ and $\hat{\rho}(y) = \leq 0$ then $\mathcal{S}^\tau[x - y]\hat{\rho} = >0$.

The structural sign semantics $\mathcal{S}^\tau[A] : (\mathbb{V} \rightarrow \mathbb{P}^\pm) \rightarrow \mathbb{P}^\pm$ may be defined as follows.

$$
\begin{align*}
\mathcal{S}^\tau[1]\hat{\rho} & = >0 \\
\mathcal{S}^\tau[x]\hat{\rho} & = \hat{\rho}(x) \\
\mathcal{S}^\tau[A_1 - A_2]\hat{\rho} & = (\mathcal{S}^\tau[A_1]\hat{\rho}) \neg_\tau (\mathcal{S}^\tau[A_2]\hat{\rho})
\end{align*}
$$
3.14 Soundness

To be more precise, if any of the variables has sign \( \perp_-, \) meaning “the expression is never evaluated” then the result is \( \perp_-, \) meaning “no result is ever returned”. We say that signs are \( \perp_- \)-strict and define \( \mathfrak{I}^- \) to enforce it.

\[
\mathfrak{I}^-[\hat{\rho}] \triangleq \{ \exists y \in \mathcal{V}. \hat{\rho}(y) = \perp_- \oplus \perp_- \oplus s \} \\
\hat{\mathcal{S}}^+[[x]] \hat{\rho} \triangleq \mathfrak{I}^-[\hat{\rho}]_{(>0)} \\
\hat{\mathcal{S}}^+[[x]] \hat{\rho} \triangleq \mathfrak{I}^-[\hat{\rho}](\hat{\rho}(x)) \\
\hat{\mathcal{S}}^+[[A_1 - A_2]] \hat{\rho} \triangleq (\hat{\mathcal{S}}^+[[A_1]] \hat{\rho}) \ominus (\hat{\mathcal{S}}^+[[A_2]] \hat{\rho})
\]

(3.19)

Exercise 3.20. Prove by structural induction on \( A \) that if \( \exists x \in \mathcal{V}. \hat{\rho}(x) = \perp_- \) then \( \hat{\mathcal{S}}^+[[A]] \hat{\rho} = \perp_- \). \( \blacksquare \)

3.14 Soundness

We would like to prove that the sign semantics \( \hat{\mathcal{S}}^+[[A]] \) of an arithmetic expression \( A \) is a weaker property than the collecting semantics \( \mathcal{S}^C[[A]] \). But \( \hat{\mathcal{S}}^+[[A]] \in (\mathcal{V} \rightarrow \mathcal{P}^\pm) \rightarrow \mathcal{P}^\pm \) while \( \mathcal{S}^C[[A]] \in \mathcal{P}((\mathcal{V} \rightarrow \mathcal{Z}) \rightarrow \mathcal{Z}) \) and the concrete semantic properties in \( \mathcal{P}((\mathcal{V} \rightarrow \mathcal{Z}) \rightarrow \mathcal{Z}) \) are hardly comparable to the abstract sign properties in \( (\mathcal{V} \rightarrow \mathcal{P}^\pm) \rightarrow \mathcal{P}^\pm \).

The solution if to express abstract properties in \( (\mathcal{V} \rightarrow \mathcal{P}^\pm) \rightarrow \mathcal{P}^\pm \) as a concrete property in \( \mathcal{P}((\mathcal{V} \rightarrow \mathcal{Z}) \rightarrow \mathcal{Z}) \). For that purpose we will define a concretization function \( \check{\gamma} : ( (\mathcal{V} \rightarrow \mathcal{P}^\pm) \rightarrow \mathcal{P}^\pm ) \rightarrow (\mathcal{P}((\mathcal{V} \rightarrow \mathcal{Z}) \rightarrow \mathcal{Z})) \) mapping an abstract property to an “equivalent” concrete property.

Then the concrete semantics implies the abstract semantics up to concretization in that for all arithmetic expressions \( A \),

\[
\hat{\mathcal{S}}^C[[A]] \subseteq \check{\gamma}_i(\hat{\mathcal{S}}^+[[A]]).
\]

3.15 Sign concretization

We define the sign concretization function \( \check{\gamma}_i \) in several steps.

1. First we consider signs (in \( \mathcal{P}^\pm \)) as properties of integers (in \( \mathcal{P}(\mathcal{Z}) \)).

\[
\begin{align*}
\check{\gamma}_i(\perp_-) & \triangleq \emptyset \\
\check{\gamma}_i(\leq 0) & \triangleq \{ z \in \mathcal{Z} \mid z \leq 0 \} \\
\check{\gamma}_i(<0) & \triangleq \{ z \in \mathcal{Z} \mid z < 0 \} \\
\check{\gamma}_i((=)0) & \triangleq \{ 0 \} \\
\check{\gamma}_i(>0) & \triangleq \{ z \in \mathcal{Z} \mid z > 0 \} \\
\check{\gamma}_i(\mathcal{N}) & \triangleq \mathcal{Z}
\end{align*}
\]

(3.21)

2. Then we consider sign environments \( \hat{s} \in \mathcal{V} \rightarrow \mathcal{P}^\pm \) as properties of environments (in \( \mathcal{P}(\mathcal{V} \rightarrow \mathcal{Z}) \)). \( \hat{s} \) is the abstract property of all concrete environments \( \rho \) such that for all variables \( x \), the sign of \( \rho(x) \) is \( \hat{s}(x) \).

\[
\check{\gamma}_i(\hat{s}) \triangleq \{ \rho \in \mathcal{V} \rightarrow \mathcal{Z} \mid \forall x \in \mathcal{V}. \rho(x) \in \gamma_i(\hat{s}(x)) \}
\]

(3.22)
Observe that if \( \hat{\rho}(x) = \bot \) for some \( x \in \mathcal{V} \) then \( \gamma_\ast(\hat{\rho}(x)) = \emptyset \) so \( \forall x \in \mathcal{V} . \ \rho(x) \in \gamma_\ast(\hat{\rho}(x)) \) is false proving that \( \gamma_\ast(\hat{\rho}) = \emptyset \). So the abstraction of false \( (\emptyset \in \rho(\mathcal{V} \to \mathbb{Z})) \) is any abstract environment \( \hat{\rho} \) with at least one variable \( x \) such that \( \hat{\rho}(x) = \bot \).

3. Finally the concretization of abstract properties \( \vec{P} \in (\mathcal{V} \to \mathbb{P}^\pm) \to \mathbb{P}^\pm \) is the concrete property \( \vec{y}_\ast(\vec{P}) \in \rho((\mathcal{V} \to \mathbb{Z}) \to \mathbb{Z}) \) defined as
   \[
   \vec{y}_\ast(\vec{P}) \triangleq \{ \mathcal{S} \in (\mathcal{V} \to \mathbb{Z}) \to \mathbb{Z} \mid \forall \hat{\rho} \in \mathcal{V} \to \mathbb{P}^\pm . \ \forall \rho \in \gamma_\ast(\hat{\rho}) . \ \mathcal{S}(\rho) \in \gamma_\ast(\vec{P}(\hat{\rho})) \}
   \]
   i.e. \( A \) has abstract property \( \vec{P} \), that is \( \mathcal{S}[A] \in \vec{y}_\ast(\vec{P}) \), if and only if for all environments \( \rho \) with signs \( \hat{\rho} \), the value \( \mathcal{S}[A]_{\rho} \) of arithmetic expression \( A \) has sign \( \vec{P}(\hat{\rho}) \).

Exercise 3.24. Assume that \( \gamma(\text{pos}) = \{ z \in \mathbb{Z} \mid z \geq 0 \} \) and \( \gamma(\text{neg}) = \{ z \in \mathbb{Z} \mid z < 0 \} \) as in Exercise 3.2. Provide a sound definition of the rule of signs for multiplication \( \times \) with this interpretation of the rule of sign.

Exercise 3.25 (A posteriori soundness). Prove that for all \( A \in A, \mathcal{S}^{-1}[A] \subseteq \vec{y}_\ast(\mathcal{S}^{-1}[A]) \).

3.16 Sign lattice

Sign properties \( \mathbb{P}^\pm \triangleq \{ \gamma_\ast(s) \mid s \in \mathbb{P}^\pm \} \) of integers can be partially ordered by \( \subseteq \) (i.e. implication) as represented by the Hasse diagram below where the nodes are the elements of \( \mathbb{P}^\pm \) and there is a bottom-up arrow from \( P \in \mathbb{P}^\pm \) to \( P' \in \mathbb{P}^\pm \) when \( P \subseteq P' \) and no \( Q \in \mathbb{P}^\pm \) such that \( P \subset Q \subset P' \). So \( P \subseteq Q \) if and only if there is a path from \( P \) to \( Q \) in the Hasse diagram.

The abstract signs \( \mathbb{P}^\pm \) are an isomorphic representation of \( \mathbb{P}^\pm \) as shown on the right, where the isomorphism is \( \gamma_\ast : \mathbb{P}^\pm \to \mathbb{P}^\pm \).

Therefore, the abstract sign properties are partially ordered by \( \preceq \), defined by \( s \preceq s' \) if and only if \( \gamma_\ast(s) \subseteq \gamma_\ast(s') \).

Exercise 3.26. Specify algorithmically the inclusion \( \preceq \) on \( \mathbb{P}^\pm \) (mathematically defined above as \( s \preceq s' \) if and only if \( \gamma_\ast(s) \subseteq \gamma_\ast(s') \)).
3.17 Sign abstraction, formally

Exercise 3.27. Prove that \( \sim \) is increasing in each of its parameters i.e. if \( s_1 \sqsubseteq s_1' \) then \( s_1 \sim s_2 \sqsubseteq s_1' \sim s_2' \) and \( s_2 \sqsubseteq s_2' \) then \( s_1 \sim s_2 \sqsubseteq s_1 \sim s_2' \). \( \Box \)

3.17 Sign abstraction, formally

3.17.1 Abstraction of sign properties

An integer property like \( 2 \mathbb{N} + 1 \) (odd naturals) can be over-approximated in \( P^\# \) by sign properties \( \{ z \in \mathbb{Z} \mid z > 0 \}, \{ z \in \mathbb{Z} \mid z \geq 0 \} \), and \( \mathbb{Z} \). The best over-approximation of \( 2 \mathbb{N} + 1 \) in \( P^\# \) is \( \{ z \in \mathbb{Z} \mid z > 0 \} \) since it is sound (in that \( 2 \mathbb{N} + 1 \subseteq \{ z \in \mathbb{Z} \mid z > 0 \} \)) and the most precise/strongest (in that \( \{ z \in \mathbb{Z} \mid z > 0 \} \subseteq \{ z \in \mathbb{Z} \mid z \geq 0 \} \subseteq \mathbb{Z} \)).

More generally, the best over-approximation of any integer property \( P \in \wp(\mathbb{Z}) \) in \( P^\# \) is given by the abstraction function

\[
\alpha_\ast(P) \triangleq \begin{cases} 
\varnothing & \text{if } P \subseteq \varnothing, \\
\{ z \mid z < 0 \} & \text{if } P \subseteq \{ z \mid z < 0 \}, \\
\{ z \mid z = 0 \} & \text{if } P \subseteq \{ z \mid z = 0 \}, \\
\{ z \mid z > 0 \} & \text{if } P \subseteq \{ z \mid z > 0 \}, \\
\{ z \mid z \leq 0 \} & \text{if } P \subseteq \{ z \mid z \leq 0 \}, \\
\{ z \mid z \neq 0 \} & \text{if } P \subseteq \{ z \mid z \neq 0 \}, \\
\{ z \mid z \geq 0 \} & \text{if } P \subseteq \{ z \mid z \geq 0 \}. 
\end{cases}
\] (3.28)

\( \alpha_\ast(P) \) is the best over-approximation of \( P \in \wp(\mathbb{Z}) \) in \( P^\# \) since

\begin{itemize}
  \item \( P \subseteq \gamma_\ast(\alpha_\ast(P)) \) i.e. \( \alpha_\ast(P) \) is an over-approximation/sound abstraction of \( P \);
  \item if \( \mathcal{P} \in P^\# \) and \( P \subseteq \gamma_\ast(\mathcal{P}) \) then \( \alpha_\ast(P) \subseteq \mathcal{P} \) i.e. \( \alpha_\ast(P) \) is more precise than any other over-approximation/sound abstraction of \( P \).
\end{itemize}

Exercise 3.29. Prove that \( s_1 \sim s_2 = \alpha_\ast(\{ x - y \mid x \in \gamma_\ast(s_1) \land y \in \gamma_\ast(s_2) \}) \). \( \Box \)

Exercise 3.30. Define the finite join \( \sqcup \) on \( P^\# \) such that \( \sqcup \{ s_i \mid i \in \Delta \} \triangleq \alpha_\ast(\bigcup_i \gamma_\ast(s_i)) \). Prove that \( s \sqcup s' = \{ a \mid a \in \{ < 0, = 0 \} \land (a \sqsubseteq s \lor a \sqsubseteq s') \} \). Specify the join \( \sqcup \) on \( P^\# \) algorithmically. \( \Box \)

3.17.2 Abstraction of environment properties

The best abstraction of an environment property \( P \in \wp(\mathcal{V} \rightarrow \mathbb{Z}) \) is

\[
\alpha_\ast(P) \triangleq x \in \mathcal{V} \mapsto \alpha_\ast(\{ \rho(x) \mid \rho \in P \})
\] (3.31)

i.e. for each variable \( x \) it is the sign of the set of values \( \rho(x) \) in all environments \( \rho \) satisfying \( P \).

Observe that \( \mathcal{V} \sim P \triangleq \bot \sim \triangleq x \in \mathcal{V} \mapsto \bot \), while if \( \mathcal{P} = \bot \) then \( \gamma_\ast(\mathcal{P}) = \varnothing \) so \( \varnothing \in \wp(\mathcal{V} \rightarrow \mathbb{Z}) \) has several possible abstractions in \( P^\# \) but \( \bot \) is the pointwise \( \sqsubseteq \)-smallest of them.
3.17.3 Abstraction of semantic properties
The best abstraction of a semantic property \( P \in \wp(\mathbb{N} \to \mathbb{Z}) \) is \[
\tilde{\alpha}_s(P) \triangleq \hat{\rho} \in \mathbb{N} \to \mathbb{P}^s \mapsto \alpha_s(\{S(\rho) \mid S \in P \land \rho \in \gamma_s(\hat{\rho})\}) \tag{3.32}
\]
i.e. given a sign environment \( \hat{\rho} \), \( \tilde{\alpha}_s(P)\hat{\rho} \) is the sign of the possible results \( S(\rho) \) of the semantics \( S \in P \) with property \( P \) for all environments \( \rho \) with sign \( \hat{\rho} \).

3.18 Characteristic property of abstraction/concretization
The abstraction/concretization functions \( \langle \alpha_s, \gamma_s \rangle \) are closely related in that for all \( P \in \wp(\mathbb{Z}) \) and \( \overline{P} \in \mathbb{P}^s \), they satisfy \[
\alpha_s(P) \subseteq \overline{P} \iff P \subseteq \gamma_s(\overline{P})
\]

Proof By definition (3.21) of \( \gamma_s \) and (3.28) of \( \alpha_s \), we observe that

- \( \gamma_s \) is increasing i.e. if \( s \subseteq s' \) then \( \gamma_s(s) \subseteq \gamma_s(s') \);
- \( \alpha_s \) is increasing i.e. if \( P \subseteq P' \) then \( \alpha_s(P) \subseteq \alpha_s(P') \); \tag{3.33}
- if \( \alpha_s(P) = s \) then \( P \subseteq \gamma_s(s) \) so \( \gamma_s \circ \alpha_s \) is extensive i.e. \( P \subseteq \gamma_s \circ \alpha_s(P) \); \tag{3.34}
- by case analysis, if \( P = \gamma_s(s) \) then \( \alpha_s(P) = s \) so \( \alpha_s \circ \gamma_s \) is the identity hence reductive \( \tag{3.35} \)
i.e. \( \alpha_s \circ \gamma_s(s) \subseteq s \) since \( \subseteq \) is reflexive.

It follows that
\[
\alpha_s(P) \subseteq \overline{P}
\]
\[
\implies \gamma_s \circ \alpha_s(P) \subseteq \gamma_s(\overline{P}) \tag{\gamma_s \text{ is increasing and def. function composition}}
\]
\[
\implies P \subseteq \gamma_s(\overline{P}) \tag{\text{\gamma_s is extensive and } \subseteq \text{ transitive}}
\]
\[
\alpha_s(P) \subseteq \alpha_s \circ \gamma_s(\overline{P}) \tag{\alpha_s \circ \gamma_s is increasing and def. function composition}
\]
\[
\implies \alpha_s(\overline{P}) \subseteq \overline{P} \tag{\alpha_s \circ \gamma_s is reductive and def. function composition}
\]

Similar results hold for \( \langle \tilde{\alpha}_s, \hat{\gamma}_s \rangle \), and \( \langle \tilde{\alpha}_s, \hat{\gamma}_s \rangle \), see Exercise 3.37.

3.19 Galois connection
The abstraction/concretization functions \( \langle \alpha_s, \gamma_s \rangle \) satisfy \( \forall P \in \wp(\mathbb{Z}) . \forall \overline{P} \in \mathbb{P}^s . \alpha_s(P) \subseteq \overline{P} \iff P \subseteq \gamma_s(\overline{P}) \), which is the definition of a Galois connection, which we write \( \langle \wp(\mathbb{Z}), \subseteq \rangle \xrightarrow{\alpha_s} \langle \mathbb{P}^s, \subseteq \rangle \).

More generally,

**Definition 3.36 (Galois connection)** a Galois connection \( \langle P, \subseteq \xrightarrow{\alpha} \overline{P}, \subseteq \rangle \) is such that the concrete domain \( \langle P, \subseteq \rangle \) and the abstract domain \( \langle \overline{P}, \subseteq \rangle \) are partial orders, \( \alpha \in P \to \overline{P} \) is the
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abstraction function, \( \gamma \in \overline{P} \rightarrow P \) is the concretization function, and \( \forall P \in P \cdot \forall \overline{P} \in \overline{P} \cdot \alpha(P) \subseteq \overline{P} \Rightarrow P \subseteq \gamma(\overline{P}) \).

Exercise 3.37. Prove that \( \langle \rho(\mathcal{V} \rightarrow \mathcal{Z}) \rangle \subseteq \frac{\gamma_B}{\alpha} \langle \mathcal{V} \rightarrow \mathcal{P}^\pm \rangle \cap \mathcal{E}_x \rangle \), and \( \langle \rho((\mathcal{V} \rightarrow \mathcal{Z}) \cap \mathcal{V}) \rangle \subseteq \frac{\gamma_B}{\alpha} \langle (\mathcal{V} \rightarrow \mathcal{P}^\pm) \cap \mathcal{P}^\pm, \mathcal{E}_x \rangle \).

3.20 Calculational design of the sign semantics of expressions

The soundness requirement in Section 3.15 is that \( \forall A \in A \cdot \mathcal{S}^\dagger[A] \subseteq \gamma_A(\mathcal{S}^\dagger[A]) \). By the Galois connection of Exercise 3.37, this is equivalent to \( \mathcal{A}_x(\mathcal{S}^\dagger[A]) \subseteq \mathcal{S}^\dagger[A] \). Therefore the sign semantics is a sign abstraction of the collecting semantics. It follows that we can design \( \mathcal{S}^\dagger[A] \) by calculus, calculating \( \mathcal{A}_x(\mathcal{S}^\dagger[A]) \) using \( \mathcal{E}_x \)-over-approximation to avoid all computations made in the concrete domain.

- We first consider the case when \( \exists x \in \mathcal{V} \cdot \hat{\rho}(x) = \bot \), so that \( \gamma_A(\hat{\rho}) = \emptyset \).
  \[ \hat{\rho} \]

  \[ = \alpha_x(\{S(\rho) \mid S \in \mathcal{S}^\dagger[A] \wedge \rho \in \gamma_A(\hat{\rho})\}) \]
  \[ = \alpha_x(\{S[A](\rho) \mid \rho \in \gamma_A(\hat{\rho})\}) \quad \text{(def. (3.32) of } \alpha_x) \]
  \[ = \alpha_x(\emptyset) \quad \text{(def. (3.11 of } \mathcal{S}^\dagger[A]\text{))} \]
  \[ = \bot \quad \text{(def. (3.28 of } \alpha_x) \text{)} \]
  \[ \subseteq \mathcal{S}^\dagger[A] \]

- Then we consider the case when \( \forall x \in \mathcal{V} \cdot \hat{\rho}(x) \neq \bot \), so that \( \gamma_A(\hat{\rho}) \neq \emptyset \). We proceed by structural induction on \( A \).

  - For the basic case of a constant \( 1 \), we just apply the definitions.
    \[ \hat{\rho} \]

      \[ = \alpha_x(\{S(\rho) \mid S \in \mathcal{S}^\dagger[1] \wedge \rho \in \gamma_A(\hat{\rho})\}) \]
      \[ = \alpha_x(\{S[1](\rho) \mid \rho \in \gamma_A(\hat{\rho})\}) \quad \text{(def. (3.32 of } \alpha_x) \text{)} \]
      \[ = \alpha_x(1) \quad \text{(def. (3.11 of } \mathcal{S}^\dagger[1]\text{))} \]
      \[ = \emptyset \quad \text{(def. (3.28 of } \alpha_x) \text{)} \]
      \[ \subseteq \mathcal{S}^\dagger[1] \]

    \[ \text{in accordance with (3.19) when } \forall y \in \mathcal{V} \cdot \hat{\rho}(y) \neq \bot \]
— For the basic case of a variable \( x \), we apply the definitions and then simplify.

\[
\hat{\alpha}_s(S^c[x]) = \hat{\alpha}_s(S^c) \quad \text{def. (3.32) of } \hat{\alpha}_s,
\]

\[
\hat{\alpha}_s(S^c) = \alpha_s(S^c) \quad \text{def. (3.11) of } S^c
\]

\[
\hat{\alpha}_s(\rho) = \alpha_s(\rho) \quad \text{def. (3.4) of } \rho.
\]

\[
\hat{\alpha}_s(\rho(x)) = \alpha_s(\rho),
\]

\[
\hat{\alpha}_s(\rho(y)) = \alpha_s(\rho(y)).
\]

\[
\text{since } y \neq x, \rho(y) \text{ can be chosen arbitrarily to satisfy }
\]

\[
\rho(y) \in \alpha_s(\rho(y)).
\]

\[
\text{letting } x = \rho(x)
\]

\[
\text{by (3.35), } \alpha_s \circ \gamma_s \text{ is the identity.}
\]

\[
\text{in accordance with (3.19) when } \forall y \in \mathcal{V}, \hat{\rho}(y) \neq 1.
\]

— For the inductive case of \( A_1 - A_2 \), we assume, by structural induction hypothesis, that

\[
\hat{\alpha}_s(S^c[A_1]) = S^c[A_1] \quad \text{and } \hat{\alpha}_s(S^c[A_2]) = S^c[A_2]
\]

\[
\hat{\alpha}_s(S^c[A_1 - A_2]) \quad \text{def. (3.32) of } \hat{\alpha}_s,
\]

\[
\hat{\alpha}_s(S^c[A_1 - A_2]) = \alpha_s(S^c[A_1 - A_2]) \quad \text{def. (3.11) of } S^c[A_1 - A_2]
\]

\[
\hat{\alpha}_s(\rho) = \alpha_s(\rho) \quad \text{def. (3.4) of } \rho.
\]

\[
\hat{\alpha}_s(\rho^{(x)} | (x - y) \in S^c[A_1 - A_2] \land \rho \in \gamma_s(\hat{\rho}))
\]

\[
\text{let } f(\rho) - g(\rho) \in S^c[A_1 - A_2] \land f(y) - g(y) \in S^c[A_2 - A_2]
\]

\[
\text{and } \alpha_s \text{ is increasing by (3.33).}
\]

This over-approximation allows for \( A_1 \) and \( A_2 \) to be evaluated in the concrete with different environments \( \rho' \) and \( \rho'' \) with the same sign of variables but possibly different values of variables. This accounts for the fact that the rule of signs does not take relationships between values of variables into account. For example the sign of \( x - y \) is not \( = \) in general, see Exercise 3.15.

\[
\text{since } \gamma_s \circ \alpha_s \text{ is extensive by (3.34) and } \alpha_s \text{ is increasing by (3.33).}
\]

This over-approximation allows for the evaluation of the sign to be performed in the abstract with \( \alpha_s \) instead of the concrete.

\[
= \alpha_s(S^c[A_1] \land \rho \in \gamma_s(\hat{\rho})) - \alpha_s(S^c[A_2] \land \rho \in \gamma_s(\hat{\rho}))
\]
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\[ \tilde{s}_1 \sim \tilde{s}_2 = \alpha_\sim(\{ \tilde{x}\!-\!\tilde{y} \mid \tilde{x} \in \gamma_\sim(\tilde{s}_1) \land \tilde{y} \in \gamma_\sim(\tilde{s}_2) \}) \] by Exercise 3.29

\[ \begin{align*}
\alpha_\sim(\{ \tilde{S}(\tilde{\rho}) \mid \tilde{S} &\in \tilde{S}^\sim[A_1] \land \tilde{\rho} \in \gamma_\sim(\tilde{s}_1) \}) &\sim \alpha_\sim(\{ \tilde{S}(\tilde{\rho}) \mid \tilde{S} &\in \tilde{S}^\sim[A_2] \land \tilde{\rho} \in \gamma_\sim(\tilde{s}_2) \}) \\
&= \tilde{\alpha}_\sim(\tilde{S}^\sim[A_1]) \tilde{\rho} \sim \tilde{\alpha}_\sim(\tilde{S}^\sim[A_2]) \tilde{\rho} \quad \text{(def. (3.32) of \( \tilde{\alpha}_\sim \))} \\
\end{align*} \]

\[ \begin{align*}
\tilde{s}_1 &\sim \tilde{s}_2 \iff \tilde{S}^\sim[A_1] \tilde{\rho} \sim \tilde{S}^\sim[A_2] \tilde{\rho} \\
&\in \text{ accordance with (3.19) when } \forall \gamma \in \mathcal{V}. \tilde{\rho}(\gamma) \neq \bot, \quad \blacksquare
\end{align*} \]

\subsection*{3.21 Calculational design of abstract interpretations}

This concludes our formal design of the rule of signs for arithmetic expressions.

- We first define the semantics \( \tilde{S}^\sim[A] \) of arithmetic expressions \( A \) in (3.4);
- The strongest property of the semantics of arithmetic expressions \( A \) is their collecting semantics \( \tilde{S}^\sim[A] \) in (3.11);
- Among the semantic properties \( \phi((\mathcal{V} \to \mathbb{Z}) \to \mathbb{Z}) \) of arithmetic expressions, we select a subset of properties of interest \( \text{i.e.} \) the sign properties and choose a computer representation, as defined by the abstraction function \( \tilde{\alpha}_\sim \) in (3.32), which is the lower adjoint of the Galois connection \( (\tilde{\alpha}_\sim, \tilde{\alpha}_\sim) \);
- The rule of sign \( \tilde{S}^\sim[A] \) is then formally derived by calculational design in Section 3.20 by over-approximating the best abstraction \( \tilde{\alpha}_\sim(\tilde{S}^\sim[A]) \) of the collecting semantics \( \tilde{S}^\sim[A] \).

It follows that \( \tilde{S}^\sim[A] \) is sound by construction.

\subsection*{3.22 Conclusion}

We have defined the semantics of expressions, their properties, a proof method, and a sign analysis.

Instead of designing the rule of sign empirically and then proving its soundness (as proposed in Exercise 3.25), we used the soundness requirement as a guideline for designing the abstract sign semantics by calculus.

This sign analysis discovers an abstract property of an arithmetic expression by computing in the abstract only. This may involve some loss of precision, which was the case for the sign analysis.

The sign semantics is finite so it is an easily implementable static analysis (see Exercise 5.11) whereas exhaustive case analysis would not scale up (see Exercise 3.42).

\subsection*{3.23 Exercises}
Exercise 3.38 (Parity). Design the parity analysis of expressions $E \in E$. Show that the parity analysis is correct with machine integers.

Exercise 3.39 (Constancy analysis). Design the analysis of expressions $E \in E$ using the opposite constancy properties such that $\gamma(\bot) = \emptyset$, $\gamma(i) = \{i\}, i \in \mathbb{Z}$, and $\gamma(\top) = \mathbb{Z}$ [9].

Exercise 3.40 (Typing). Extend the semantics of expressions with the real constant $1.0$ and a generic minus operation with implicit conversion from $\text{nat}$ to $\text{int}$ to $\text{real}$ where $\gamma(\text{nat}) \triangleq \mathbb{N}$, $\gamma(\text{int}) \triangleq \mathbb{Z}$, and $\gamma(\text{real}) \triangleq \mathbb{R}$. Design a type analysis for these extended expressions [11].

Exercise 3.41. Define the cartesian set transformer $T[A]$ of an arithmetic expression $A$ to be

$$T[A] \in (\forall \rightarrow \gamma(\mathbb{Z})) \rightarrow \gamma(\mathbb{Z})$$
$$T[A] \triangleq P \mapsto \{\mathcal{S}[A]_P | P \in \gamma,(P)\}.$$

For example if $P(x) = \{0, 1\}$ and $P(y) = \{-1, 0\}$ then $T[x - y]P = \{0, 1, 2\}$ and $T[x - x]P = \{-1, 0, 1\}$. Prove that

$$T[1]P \triangleq \{1\}$$
$$T[x]P \triangleq P(x)$$
$$T[A_1 - A_2]P \triangleq \{x - y | x \in T[A_1]P \land y \in T[A_2]P\}$$
$$T[A_1 < A_2]P \triangleq \{x < y | x \in T[A_1]P \land y \in T[A_2]P\}$$
$$T[B_1 \text{nand } B_2]P \triangleq \{x \uparrow y | x \in T[B_1]P \land y \in T[B_2]P\}.$$

Exercise 3.42 (Model checking). Implement the cartesian property transformer of Exercise 3.41 in the language of your choice. In order to prove that $x - y = 0$ when $x = y$, check that $T[x - y]P = \{0\}$ for all $P$ such that $P(x) = \{i\}$ and $P(y) = \{i\}, i \in 2^p - 1$ where $p = 2, 3, \ldots, 32$ is the bit size of integers. Observe the state explosion problem [5].

3.24 Answers to selected exercises

Answer of exercise 3.1. $\frac{0}{0}$ and more generally $\frac{z}{0}, z \in \mathbb{Z}$ is undefined (computer scientists would say the computation has a “runtime error”).

Answer of exercise 3.2. $0$ is pos, $-1$ is neg, the sign of $0 \times -1 = 0$ is pos, in contradiction with the rule pos $\times$ neg $=$ neg.

Answer of exercise 3.3.
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\[(\text{vars}[1]) \triangleq \emptyset\]
\[(\text{vars}[x]) \triangleq \{x\}\]
\[(\text{vars}[A_1 - A_2]) \triangleq \text{vars}[A_1] \cup \text{vars}[A_2]\]
\[(\text{vars}[A_1 < A_2]) \triangleq \text{vars}[A_1] \cup \text{vars}[A_2]\]
\[(\text{vars}[B_1 \text{ nand } B_2]) \triangleq \text{vars}[B_1] \cup \text{vars}[B_2]\]

Answer of exercise 3.6. In OCaml [10], we have

```ocaml
# type aexpr = Num of int | Minus of aexpr * aexpr;
# type bexpr = Lt of aexpr * aexpr | Nand of bexpr * bexpr;

# let rec eval_aexpr a = match a with
    | Num i -> i
    | Minus (a1,a2) -> (eval_aexpr a1) - (eval_aexpr a2)
let rec eval_bexpr b = match b with
    | Lt (a1,a2) -> (eval_aexpr a1) < (eval_aexpr a2)
    | Nand (b1,b2) -> not((eval_bexpr b1) && (eval_bexpr b2));
```

Answer of exercise 3.7. For all environments $\rho$, $\mathcal{A}[(1 - 1)]\rho = 0$. If $\mathcal{A}[A - ((1 - 1) - 1)]\rho = n + 1$ and $\mathcal{A}[(1 - 1) - A]\rho = -n$.

Answer of exercise 3.14. The loop body in $x = 0; \ \text{while} \ (0) \ {\ x = x + 1 }$ is never executed to the set of possible values of $x$ in this loop body is empty so its sign is $\bot$.

Answer of exercise 3.15. Consider $42 - 42 = 0$. The sign is $(>) \rightarrow (>) = T$, not $= 0$.

Answer of exercise 3.20. This is true for $A = 1$ and $A = x$ by definition of $\mathcal{A}^+[\cdot \rho]$. Assume, by structural induction that this is true for $A_1$ and $A_2$. Then $\mathcal{S}^+[\mathcal{A} - A_2] \rho = (\mathcal{S}^+[\mathcal{A}_1] \rho) \rightarrow (\mathcal{S}^+[\mathcal{A}_2] \rho) = \bot, \bot, \bot = \bot$.

Answer of exercise 3.29. We can use the soundness requirement as a definition of $s_1 \rightarrow s_2 \triangleq \alpha_s([x - y \mid x \in \gamma_s(s_1) \land y \in \gamma_s(s_2)])$ to design $\rightarrow$ by calculus. We have to consider all possible cases for $s_1$ and $s_2$. We show three cases $\top, \bot, \bot = \bot, \bot = \bot$.

---

\[\alpha_s([x - y \mid x \in \mathbb{Z} \land y \in \emptyset]) = \alpha_s([x - y \mid x \in \mathbb{Z} \land y \in \emptyset]) = \bot \quad (\text{def. } \gamma_s)\]

---

\[\alpha_s([x - y \mid x \in \gamma_s(<0) \land y \in \gamma_s(\geq 0)]) = \alpha_s([x - y \mid x < 0 \land y \geq 0]) = \bot \quad (\text{def. } \gamma_s)\]
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\[
\begin{align*}
\alpha_\ast([x \mid x < 0]) &= <0 & \text{\textdef{\alpha_\ast}} \\
&- \alpha_\ast([x - y \mid x \in y_\ast(\geq 0) \land y \in y_\ast(\geq 0)]) \\
&= \alpha_\ast([x - y \mid x \geq 0 \land y \geq 0]) & \text{\textdef{y_\ast}} \\
&= \alpha_\ast(\mathcal{Z}) & \mathcal{T}_\ast & \text{\textdef{\alpha_\ast}}
\end{align*}
\]

The calculations can be formally certified by a proof verifier [3, 8].

One can also consider all cases \( s \in \mathbb{P}^\pm \) for \( s_1 \sim s_2 \) for given \( s_1, s_2 \) when needed, using a theorem prover to make the proof that \( \{x - y \mid x \in y_\ast(s_1) \land y \in y_\ast(s_2)\} \subseteq y_\ast(s) \), and returning \( \mathcal{T}_\ast \) when the proof fails (e.g. times out). Among all possible answers \( s \) for which the theorem prover could make the proof, the \( \mathcal{T}_\ast \)-minimal one is chosen, if any. Otherwise, an arbitrary \( \mathcal{T}_\ast \)-minimal one has to be selected. This is called predicate abstraction [7].

\[ \square \]

Answer of exercise 3.37. For all \( P \in \varphi(\mathcal{V} \to \mathcal{Z}) \) and \( \hat{\rho} \in \mathcal{V} \to \mathbb{P}^\pm \), we have

\[ \alpha_\ast(P) \mathcal{T}_\ast \hat{\rho} \]

\( \Leftrightarrow \forall x \in \mathcal{V} \cdot \alpha_\ast(P)x \mathcal{T}_\ast \hat{\rho}(x) \) \hspace{1cm} \text{\textdef{\mathcal{T}_\ast}}

\( \Leftrightarrow \forall x \in \mathcal{V} \cdot \alpha_\ast((\rho(x) \mid \rho \in P)) \mathcal{T}_\ast \hat{\rho}(x) \) \hspace{1cm} \text{\textdef{\text{3.31}} of \alpha_\ast}

\( \Leftrightarrow \forall x \in \mathcal{V} \cdot \{\rho(x) \mid \rho \in P\} \subseteq y_\ast(\hat{\rho}(x)) \) \hspace{1cm} \text{(\rho(\mathcal{Z}), \subseteq) \xrightarrow{y_\ast \alpha_\ast} (\mathbb{P}^\pm, \mathcal{T}_\ast)}

\( \Leftrightarrow \forall x \in \mathcal{V} \cdot P \subseteq y_\ast(\hat{\rho}(x)) \) \hspace{1cm} \text{\textdef{\subseteq}}

\( \Leftrightarrow \forall x \in \mathcal{V} \cdot \rho(x) \in y_\ast(\hat{\rho}(x)) \) \hspace{1cm} \text{\textdef{\rho}}

\( \Leftrightarrow P \subseteq y_\ast(\hat{\rho}) \) \hspace{1cm} \text{\textdef{\text{3.22}} of y_\ast, proving (\rho(\mathcal{V} \to \mathcal{Z}), \subseteq) \xrightarrow{y_\ast \alpha_\ast} (\mathbb{P}^\pm, \mathcal{T}_\ast)}

For all \( P \in \varphi(\mathcal{V} \to \mathcal{Z}) \) and \( \overline{P} \in (\mathcal{V} \to \mathbb{P}^\pm) \to \mathbb{P}^\pm \), we have

\[ \alpha_\ast(P) \mathcal{T}_\ast \overline{P} \]

\( \Leftrightarrow \forall \hat{\rho} \in \mathcal{V} \to \mathbb{P}^\pm \cdot \alpha_\ast(P \hat{\rho}) \mathcal{T}_\ast \overline{P}(\hat{\rho}) \) \hspace{1cm} \text{\textdef{\mathcal{T}_\ast}}

\( \Leftrightarrow \forall \hat{\rho} \in \mathcal{V} \to \mathbb{P}^\pm \cdot \alpha_\ast(\{S(\rho) \mid S \in P \land \rho \in y_\ast(\hat{\rho})\}) \mathcal{T}_\ast \overline{P}(\hat{\rho}) \) \hspace{1cm} \text{\textdef{\text{3.32}} of \alpha_\ast}

\( \Leftrightarrow \forall \hat{\rho} \in \mathcal{V} \to \mathbb{P}^\pm \cdot S(\rho) \in P \land \rho \in y_\ast(\hat{\rho}) \subseteq y_\ast(\overline{P}(\hat{\rho})) \) \hspace{1cm} \text{(\rho(\mathcal{Z}), \subseteq) \xrightarrow{y_\ast \alpha_\ast} (\mathbb{P}^\pm, \mathcal{T}_\ast)}

\( \Leftrightarrow \forall \hat{\rho} \in \mathcal{V} \to \mathbb{P}^\pm \cdot \forall S \in P \cdot \forall \rho \in y_\ast(\hat{\rho}) \cdot S(\rho) \subseteq y_\ast(\overline{P}(\hat{\rho})) \) \hspace{1cm} \text{\textdef{\subseteq}}

\( \Leftrightarrow \forall \hat{\rho} \in \mathcal{V} \to \mathbb{P}^\pm \cdot S(\rho) \in P \land \rho \in y_\ast(\hat{\rho}) \subseteq y_\ast(\overline{P}(\hat{\rho})) \) \hspace{1cm} \text{\textdef{\rho}}

\( \Leftrightarrow \forall \hat{\rho} \in \mathcal{V} \to \mathbb{P}^\pm \cdot \overline{P} \subseteq y_\ast(\overline{P}) \) \hspace{1cm} \text{\textdef{\text{3.23}} of y_\ast}
3.24 Answers to selected exercises

\[
\text{def. } \subseteq, \text{ proving } \left( \forall \rightarrow \mathbb{Z} \rightarrow \mathbb{Z} \right), \subseteq \rightarrow \frac{y_i}{x_i} \left( \left( \forall \rightarrow \mathbb{P}^k \right) \rightarrow \mathbb{P}^k \right), \subseteq_i. \]
\]

Answer of exercise 3.42. The model checking time is exponential in the bit size of integers.

```
$ cat CartesianTransformer.py
import time
import matplotlib.pyplot as plt
from sets import *

# i integer
# 'x' variables
# e ::= ('INT', i) | ('VAR', 'x') |
# ('MINUS', e1, e2)

maxp = 32
natural = Set(range(0, 2 ** maxp))

def eval (e, P):
    if e[0] == 'INT':
        return Set([e[1]])
    if e[0] == 'VAR':
        return P(e[1])
    if e[0] == 'MINUS':
P1 = e[1] + P
P2 = e[2] + P
res = []
for x in P1:
    for y in P2:
        res = res + [x - y]
    return Set(res)
handle_error()

expr = ('MINUS', ('VAR', 'x'), ('VAR', 'y'))

def makeP(i):
    def P(x):
        if x = "x":
            return Set([i])
        if x = "y":
            return Set([i])
        return P
    return P

x = []
```
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